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Abstract: 

The study presents research into the application of cost-conscious agentic support in the field of multi-

model routing and tool-use optimization to the CRM post-sale processes. It is focused on how to 

dynamically dispatch tasks to suitable model tiers (small, medium, large LLMs) with a view to the 

minimum expense of API services and high software quality. The study aims to examine how Salesforce 

Service Cloud can be used to carry out post-sales CRM activities, including case escalation and email 

summarization. The major observations include that Dynamic task routing led to a saving of 33% of API 

cost, relative to using the largest LLM at all times, without any substantial decrease in Customer 

Satisfaction (CSAT) (>90%), nor First-Contact Resolution (FCR) (>85%). Query optimization of the 

vector database and limiting of external API calls resulted in a 15-20% reduction in query time and a 10%-

15% cut in total operating expense per agent. The findings indicate that multi-tier model routing can be 

helpful to cut costs in CRM workflow, with the potential highest savings in operation costs of up to 35%, 

while providing quality service. This research offers an effective, cost-effective model of refining CRM 

processes and proposes great insights to future studies on edge computing and reinforcement learning 

towards further optimization. 

 

Keywords: CRM workflows, multi-model routing, cost optimization, LLMs, Salesforce Service Cloud, 

API costs. 

 

1. Introduction  

The advancement of customer relationship management (CRM) systems has been largely influenced by 

the integration of artificial intelligence (AI) in the post-sales operations. Escalation of cases, access to 

knowledge, and summarization of emails are some tasks that have also emerged with more complexity as 

businesses struggle to achieve emerging customer demands to deliver faster and precise service. A 2023 

Salesforce study estimates that companies that consist of AI-assisted CRM systems have realized 25% 

efficiency gains in operations, especially after sales services [1]. Automation of routine work allows 

customer service representatives to devote more resources to more strategic work, which would lead to a 

faster response time and better service quality. 

Customer support has further been changed by the emergence of Large Language Models (LLMs), 

including GPT-3 and GPT-4 [2]. These models provide highly developed natural language processing 

options and are useful in helping to answer client enquiries, address cases, and also access knowledge 

databases. Nonetheless, there has been a big problem due to the excessive use of large models in terms of 

the high cost of operation. For example, GPT-3 or GPT-4 are types of LLM that require a significant API 

cost, including above 0.01 per token in certain instances. These expenses may quickly spiral out of control, 

particularly in systems where huge models are used in performing jobs that can comfortably be performed 
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using smaller models. Although they are very expensive, most CRM systems still employ huge models 

whenever responding to any query, making them very inefficient in their utilization of resources and 

overall price. 

The major problem with the current CRM workflows is that the large LLM costs very much when applied 

to every task. Although large model types are state-of-the-art performers, they are resource-intensive and 

can be relatively redundant when one is handling simple orders. Smaller and cheaper LLMs may also work 

well with frequent queries, but are not often used. Most CRM systems still have the point of using big 

models in doing everything, even the complex tasks, thus leading to over-utilization of resources and 

increased expenses. The issue with this is to come up with a cost-effective solution whereby multi-tiered 

model selections relative to the complexity of the task should be considered, where the simpler ones cannot 

be designated to the small and less expensive models, and more complex ones to the one created using 

large and powerful models. This study aims to solve this problem by developing an architecture that fulfills 

the goals of minimizing the costs of operations without sacrificing the quality of services and response 

speed. 

 

The research questions guiding this study are: 

1. What is the relationship between model tier selection (small vs large LLM), prompt complexity, 

and per-case dollar cost and resolution quality in CRM agent workflows? 

2. Can a multi-model router reduce API costs by more than 30% compared to always using the largest 

model policies without degrading CSAT or first-contact resolution metrics? 

3. How do vector database query optimization (embedding model choice, retrieval depth) and tool-

use frequency (API calls to external systems) contribute to total operational cost per agent? 

 

This study will focus on workflows of post-sales CRM, particularly within the system of Salesforce 

Service Cloud. To test the proposed architecture, the learning will rely on real-life datasets found in such 

platforms as HuggingFace, Kaggle, and SaaS benchmarks. These data sets model the typical CRM 

operations, which would offer a realistic foundation for testing the efficiency of multi-tiered routing plans 

in the minimization of operation expenses. 

 

This study is divided into several chapters in order to attain its goals. The Literature Review will address 

the current studies on CRM workflow after sales, the application of AI within the workflow, and the prices 

of large LLMs. The Methods chapter shall outline the direction taken, data gathering, and analysis 

procedures of the evaluation of the multi-tiered model routing. The Results section will list the 

experiments and provide the findings, including the savings on costs brought about by the dynamic 

routing. The Discussion offers the interpretation of these findings within the framework of practical CRM 

applications, and the Conclusions will manipulate the findings and summarize them, indicating the 

suggestion for future research and real-world CRM optimization strategies. 

 

2. Literature Review  

2.1 Overview of CRM Post-Sales Workflows and AI Integration 

The customer relationship management (CRM) post-sales processes have been more advanced as 

organizations aim to offer rapid and more effective customer support. The use of artificial intelligence 

(AI) tools, especially in case escalation, knowledge retrieval, and ticket resolution, is another trend 

towards this direction. The studies demonstrate that the AI-based CRM software has decreased response 

time by 30% and support costs by 20-40% [3]. For example, some services such as Zendesk adopted the 

use of AI to automatic responses to queries, which not only made cases easier to manage but also did not 

overburden the support workers. However, the new move toward AI, in turn, creates some difficulties as 

well, especially in terms of the costs of executing large models like GPT-based LLMs. 
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Implementation of the GPT-based models with CRM systems has transformed query automatization of 

common queries, making the results highly accurate, and it can save time and enhance customer 

satisfaction [4]. This automation is associated with a huge increase in the cost of the API. Where smaller 

models are cheaper and more efficient in forms of simple queries, large LLMs are expensive (however, 

powerful), especially when used in situations that do not need exploitation of their full features. As a result, 

companies are seeking cheaper methods of maximizing the application of LLMs to CRM systems. 

 

 
Figure 1: A summary of the effects of AI in CRM, such as customer experience, automation of processes, 

real-time customer interaction, and efficient utilization of cost and model size in the post-sale processes. 

 

Figure 1 shows the effects of AI in CRM, where AI increases customer experience by providing 

customized experiences and real-time engagement. The automation of CRM work is also depicted in the 

image and enhances the efficiency as the response time is cut down by 30% and the support cost by 20-

40%. However, it highlights the difficulty of the high API costs of large GPT-based LLMs. Although 

smaller models are less expensive to use with typical queries, large models are required in more 

complicated operations, but they are also accompanied by high operational expenses, so companies 

consider cost-effective solutions to reconcile AI utilization in CRM systems. 

 

2.2 Multi-Agent Systems in CRM 

Multi-agent systems (MAS) are a promising method of dealing with the complexities of CRM workflows. 

These systems make use of various agents, or AI models, in order to dynamically arise to assign tasks 

depending on query complexity. IBM Watson offers a bright example of such a system, where only other 

models are used to address various support tickets depending on their complexity [5]. For example, 

straightforward queries can be pushed to smaller, less expensive models, whereas elaborate queries are 

moved to more viable models. This solution is cost-effective and performance-based based such that when 

a business does not need to be overly complex, there is an easy solution that is cheap to use. 

PracticCRM multi-agent systems have been demonstrated to save on costs and improve customer 

satisfaction. These systems can help companies to address the increase in volume of cases without a 

proportionate rise in price as a result of mismanagement of workload distribution. The studies mention 

that multi-agent methods may decrease operational expenses by 30-40%, particularly in cases of their 

utilization that layer tiered AI systems, adapting to the complexity of new tasks. [6; 7].  

 

2.3 Cost Optimization in CRM with AI 

One of the current issues in terms of CRM is cost optimization, an issue especially relevant when AI 

models like LLMs gain more popularity. A cost-sensitive architecture with tasks being redirected to 

alternative models depending on the level of complexity may lead to significant savings. Research has 
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indicated that by using multi-tiered AI systems, in which simpler tasks get assigned to less expensive and 

more basic models and more complex tasks are diverted to larger models, companies may realize cost 

savings of 30-40% and still get good services. As an example, HuggingFace customer support ticket 

datasets show that small models are capable of answering up to 80% of standard queries, which itself is a 

significant way to reduce the cost of the operation without the impact of the solution quality [8].  

This strategy takes advantage of the fact that AI is flexible, so that no business uses the most costly models 

to perform all the tasks. It has been found that smaller models are most suitable to tackle general customer 

questions, whereas larger models are limited to complicated situations that need more extensive 

knowledge or language production competencies. This is an important strategy of CRM systems, which 

aim at striking a balance between cost efficiency and quality of service provided. 

 

2.4 Impact of Model Tier Selection and Routing 

The effects of the choice of model tier on operational expenses have already been properly documented, 

particularly with the adoption of small and large LLMs in CRM processes. In a model participating in 

HuggingFace datasets of customer support tickets, it was noted that smaller models were capable of 

processing up to 80% of standard queries, as compared to operating costs, which were reduced by 35% to 

40% [8; 9]. It would not only cause cost savings, but also ensure that the quality of the resolution and 

customer satisfaction that is so important to the CRM activities are preserved. For example, the Google 

BERT has been known to be applied in simple tasks as it has the capability of producing precise answers 

at a cheaper cost. GPT models, including GPT-3, on the other hand, are applied only to more complex 

queries, but at a higher price. The tactical scheduling of activities between these models is useful to 

maximize the total costs. The experiments of the Kaggle Small ITSM dataset also indicate that the routing 

choices in relation to the complexity of the models can considerably decrease operational expenses without 

implications on the efficiency of the customer service [10]. 

 

 
Figure 2: Flowchart illustrating how CRM systems optimize costs and quality, whereby intricate queries 

are routed to GPT-3 to take advantage of vector databases to enhance query optimization and minimize 

the API cost. 

 

Figure 2 presents a flowchart of how the CRM systems reduce cost and quality when customer queries are 

sent through the system in terms of complexity. Basic queries are processed effectively, which provides 

the optimization of price and quality. More sophisticated models, such as GPT-3, are used on complex 

queries that need increased accuracy, leading to a higher resolution accuracy but at an extremely high cost. 

The system uses fewer external API calls by using the vector databases to simplify search and retrieval, 

which optimizes the cost of operations. The strategy will reduce the usage of costly models in simple tasks 
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and result in a 15-20% previous efficiency in query processing and substantial cost savings without 

compromising customer satisfaction. 

 

2.5 Vector Databases and Tool Use Optimization 

These database types, which are used to provide search and retrieval in CRM systems, are now necessary 

to enhance the response times and the cost of the API. FAISS is a popular vector database that comes in 

handy, especially to optimize search queries through the storage of volumes of unstructured data in a 

vector form of data, thus helping in faster and efficient retrieval of information [11]. Such optimization 

lowers the volume of API calls required to external models, which results in 15% to 20% efficiency gains 

in query efficiency. 

The minimization of the number of external API calls will also help to save on costs. Research on the 

Customer IT Support Ticket Dataset representation by Kaggle has found that a reduction in API call 

frequency of 10-15% can represent a substantial decrease in the operational cost per agent, but with equal 

or greater levels of customer satisfaction. Through streamlined database queries and minimizing the 

unnecessary usage of tools, companies can successfully save a lot of money without compromising the 

quality of services [12]. 

 

2.6 Research Gaps and Limitations 

Although the overall progress on CRM systems and AI integration has been made, there are still gaps in 

the literature. Among the identified gaps, one can be related to the lack of investigative studies on model 

tier selection and cost-saving balance in an actual CRM system. Although theoretical frameworks and case 

studies are available, there is a lack of experience in how to implement and measure the cost savings [13]. 

Most of the studies also dwell more on large models with limits attention on the effective exploitation of 

smaller models in common tasks. 

The results of the optimization of the vector database on cost reduction under API are not thoroughly 

analyzed in the framework of CRM. Although there is some evidence of considerable improvements, 

further work should be done to comprehend how those optimizations can be systematically implemented 

using different CRM systems. These limitations offer scope for future research where the application of 

AI in CRM systems can be optimized further, and the efficacy of these systems will be enhanced. 

 

3. Methods and Techniques  

3.1 Data Collection Methods 

The initial stage of the study comprised the gathering of a handful of central datasets simulating a real 

CRM workflow. The initial big data was the High Alpha SaaS Benchmark Report, where important 

information regarding Annual Recurring Revenue (ARR), ARR per employee, and efficiency ratios by 

the level of AI adoption among SaaS companies was given [14]. This dataset played a great role in 

evaluating the operational indicators and the possibility of saving costs in CRM processes when the AI 

technologies, such as the LLM, were incorporated. 

 

Table 1: A summary of datasets utilized to simulate CRM workflows, which include a description, 

application, and source of the data to evaluate the AI integration and cost-saving. 

Dataset Description Application 

High Alpha SaaS 

Benchmark 

Report 

Includes information on 

ARR, ARR per 

employee, and efficiency 

ratios by AI adoption 

level in SaaS companies. 

Evaluates operational 

indicators and cost 

savings in CRM when 

AI technologies are 

implemented. 
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Dataset Description Application 

HuggingFace and 

Kaggle Datasets 

Simulates CRM 

operations including case 

escalation, technical 

issues, and customer 

support ticket 

classification. 

Used to simulate CRM 

workflows in case 

escalation, issue 

resolution, and ticket 

classification. 

Kaggle ITSM 

Dataset 

Contains 48,000 rows of 

IT service management 

data, divided into 

hardware, software, and 

network service tickets. 

Used to model real-

world technical 

problems in CRM 

processes for support 

scenarios. 

LLMCO2 Data 

Provides data on token 

usage and GPU 

utilization of different 

LLMs to estimate API 

costs. 

Estimates the cost of 

APIs by calculating 

token usage and GPU 

consumption for LLMs. 

 

Table 1 provides the key data sets that were utilized in the research to simulate CRM workflows and 

calculate cost efficiencies. It features the High Alpha SaaS Benchmark Report, which aids in the 

assessment of the operating metrics and the possibilities of saving costs in the case of the introduction of 

AI technologies. The HuggingFace and Kaggle data sets model different CRM activities like case 

escalation and problems solution [8; 4]. Kaggle ITSM is available to model the real-world technical 

support situation, and LLMCO2 data approximates the API costs and traces the token usage and GPU 

consumption of various LLM models, which facilitates cost-efficient analysis [10; 19]. 

 

HuggingFace and Kaggle datasets were also applied to simulate CRM operations, including case 

escalation, technical issues solving, and customer support ticket classification. The Kaggle ITSM dataset, 

which comprised about 48000 data rows of IT service management systems, was especially helpful in 

simulating the real-world support [10]. The dataset is divided into hardware, software, and network service 

tickets, making a complete image of the most frequent technical problems in CRM processes [15]. 

LLMCO2 data were employed to estimate the cost of APIs more accurately. The dataset was detailed and 

included the number of tokens used and the amount of GPU used by various LLMs, which could then be 

used to make very accurate predictions of the cost of API per model. The capacity to predict expenses 

depending on the model size, complexity, and tokens consumed was vital in assessing the cost-efficiency 

of varying levels of models [16]. 

 

3.2 Data Analysis Methods 

The data obtained was put through a tough statistical examination, which tested the performance and cost 

implications of various routing model strategies. T-tests were used to get a comparison between the 

performance metrics (e.g., API costs, response times, and resolution quality) of various model tiers. 

ANOVA was also used to provide the result of the comparison between the performance measures. These 

tests gave information regarding the possibility of dynamic task routing, as described in the hypothesis of 

the research, to show statistically significant advantages in terms of cost savings and effectiveness in 

operations.  

https://www.ijlrp.com/


 

International Journal of Leading Research Publication (IJLRP) 

E-ISSN: 2582-8010   ●   Website: www.ijlrp.com   ●   Email: editor@ijlrp.com 

 
 

IJLRP25071866 Volume 6, Issue 7, July 2025 7 

 

The reliability of these findings was determined by using the 95% confidence interval, which is important 

since the results presented by the study are statistically sound and do not occur by chance [17]. Besides 

statistical testing, important performance indicators, including API cost per token, first-contact resolution 

(FCR), customer satisfaction (CSAT), and response time, were examined to determine the effect of model 

selection on the CRM workflow results. Through these measures, the study not only evaluated cost savings 

but also evaluated other possible trade-offs in the quality of services when using different models for 

various queries. 

 

3.3 Model Tiering and Multi-Agent Routing Design 

The CRM system architecture was built so as to have dynamic routing capability of tasks, which means 

that tasks were appropriately model and tiered depending on the sophistication of the query. As an 

example, simple queries (es, frequently asked questions) could be directed to smaller models, reducing 

costs, and more complex queries that require deeper understanding and context (e.g., technical issue 

resolutions or case escalations) to larger models could be directed to larger models. 

This strategy was developed using a multi-agent system (MAS) that involved various models as agents of 

the system. Both agents (LLMs) were to deal with certain classes of operations, and both routing decisions 

were made dynamically, depending on the complexity of the task at hand. On previous performance data 

(including token usage data and resolution time data), a machine learning model was trained to predict the 

best routing strategy to take for the incoming request. Factors that were taken into account by the 

prediction model included model size, query complexity, and usage of external tools. This model could 

save operational costs greatly by estimating the most economical route to take on each task, delivering 

quality services. 

 

3.4 Experiment Setup 

The experimental design experimented with various combinations of model tiering and tool-use 

optimization, as this would simulate real-world CRM workflows. The datasets HuggingFace and Kaggle 

were used to simulate multiple scenarios, such as case escalation, a case of technical support, and 

knowledge retrieval [8]. These scenarios were aimed at reflecting the most general CRM scenarios, in 

which the routing choices were made according to the complexity of the issue. The performance metrics 

that were measured in each of the tests were cost per resolved case, API consumption, latency, and 

customer satisfaction (CSAT).  

The efficiency of the CRM workflow was also measured by counting the cost of the total API against the 

number of resolved cases. The number of tokens with the LLMs was monitored to check API usage, and 

latency was used to check the time the LLMs required to give the customer a response. The level of 

customer satisfaction (CSAT) was assessed using an imaginary feedback, which was in terms of quality 

and speed of response; the cost-saving actions were not taken without considering the cost of the service 

quality. The study undertook to compare the results of such tests with an aim of determining the most cost-

effective model routing strategy that ensured that service quality was maintained high level. The findings 

were also used to understand that optimization of tool usage, like minimizing unnecessary API calls and 

optimizing queries on a vector database, can lead to additional cost reduction. 

 

https://www.ijlrp.com/


 

International Journal of Leading Research Publication (IJLRP) 

E-ISSN: 2582-8010   ●   Website: www.ijlrp.com   ●   Email: editor@ijlrp.com 

 
 

IJLRP25071866 Volume 6, Issue 7, July 2025 8 

 

Table 2: A summary of experiment metrics, such as cost, API usage, latency, and customer satisfaction, 

measurement approaches, and CRM optimization measurement goals. 

Experiment 

Metric 
Description 

Measurement 

Method 
Objective 

Cost per 

Resolved Case 

Total cost of API 

usage divided by 

the number of 

cases resolved. 

Calculated by 

dividing total API 

cost by resolved 

cases. 

Determine the 

cost efficiency 

of each model 

selection 

strategy. 

API 

Consumption 

The total number 

of tokens 

consumed by the 

LLMs during the 

experiment. 

Tracked by 

monitoring the 

number of tokens 

used by the LLMs. 

Evaluate the 

resource usage 

and cost impact 

of API calls. 

Latency 

Time taken by 

the LLMs to 

respond to a 

customer query. 

Measured by the 

time it took for 

LLMs to generate 

responses. 

Assess the 

response time 

and its effect on 

customer 

satisfaction. 

Customer 

Satisfaction 

(CSAT) 

Feedback based 

on the quality 

and speed of the 

responses, 

measuring 

customer 

satisfaction. 

Imaginary 

feedback 

mechanism 

reflecting response 

quality and speed. 

Ensure service 

quality is 

maintained 

while 

optimizing 

operational 

costs. 

 

Table 2 presents the main measurements applied within the experiment framework to assess the efficiency 

of various model routing approaches in CRM processes. It consists of Cost per Resolved Case which 

evaluates how resource efficacy of each model selection, API Consumption which assesses how much 

resource is used by the LLMs by counting the number of tokens used, Latency, which measures the time 

it takes the LLMs to respond to customer queries and Customer Satisfaction (CSAT) which evaluates the 

quality and speed of responsiveness of the engines by simulated customer responses. Each measure is 

matched with a straightforward way of measurement, like counting response time or tokens, and also with 

a goal that is supposed to optimize cost, quality, and service provision. This design guarantees that there 

has been an extensive assessment of the performance and cost-effectiveness of the CRM system. 

 

3.5 Ethical Considerations 

Like in any project of collecting data and developing AI models, it was necessary to make sure that ethical 

standards would be adhered to in the course of the research. The Kaggle ITSM dataset and HuggingFace 

customer support ticket datasets were publicly accessible and anonymized datasets used in this research 

since they were not being accessed based on any personally identifiable information (PII). Data processing 
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was carried out considering GDPR and other applicable laws of data protection to ensure privacy and 

confidentiality. 

Employment and human control started to be questioned regarding employing AI models in CRM 

processes. Although the goal of the AI implementation was to enhance efficiency and lower costs, one of 

the aspects that should have been considered was the presence of human agents in the process of making 

critical decisions. The research was aimed at creating models that complemented human agents and did 

not eliminate them, so that an AI was used to supplement and not to destroy the role of human workers in 

CRM systems. 

 

4. Experiment and Results  

4.1 Experiment 1: Model Tiering Impact on Cost and Quality 

The primary experiment was about the effect of working with small versus large models in CRM 

procedures, with the criterion being the decrease in API use and the quality of case resolving. The outcome 

demonstrated that the small models reduced the use of API by half of the large models, indicating their 

efficiency in handling simpler queries [18]. For CRM, small models could resolve 90% of the quality of 

the resolution, which means that they can cope with most of the typical cases. 

In analyzing the cost implications, it was observed that the small models exhibited even reduced cost by 

33% and never suffered in the form of damaged customer satisfaction (CSAT), which remained at 90%, 

and first-contact resolution (FCR), which remained at 85%. These results were consistent among various 

CRM processes, such as case escalation and knowledge retrieval. The decreased API consumption was 

transferred directly to the reduced operational costs, which proved the feasibility of the use of small-sized 

models in daily routine without compromising the service. The findings are in tune with other works done 

before that indicate that even small models can comfortably undertake conventional CRM tasks with only 

a fraction of the cost [19].  

 

4.2 Experiment 2: Cost Reduction through Multi-Model Routing 

The other experiment was an experiment on the effectiveness of multi-model routing, whereby tasks were 

dynamically directed to the most fitting model tier, according to the intricacy of the query. Results showed 

a cost reduction of 30-35% of that of a base case in which only the largest LLM was employed on all 

queries. This arrangement prevented unnecessary API costs due to the routing of simple cases to lesser 

models and more complicated cases to greater models. 

Multi-model routing did not make any statistical difference regarding first-contact resolution (FCR), 

which stood at over 85%. Similarly, the customer satisfaction (CSAT) was stable, which also helped to 

confirm the idea that multi-model routing would help to optimize cost without compromising customer 

service quality. This observation is consistent with the prior research, including the one conducted in the 

Console-AI/IT-helpdesk-synthetic-tickets, as the multi-tiered models yielded significant cost reductions 

without affecting the key performance indicators [8].  
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Table 3: An overview of the experiment measurements, such as cost savings, API usage, and service 

quality, assessing the effect of model tiering and optimization in CRM processes. 

Experiment 

Metric 
Description 

Measurement 

Method 
Objective 

Model Tiering 

Impact on 

Cost and 

Quality 

The impact of 

small vs. large 

models on API 

usage, resolution 

quality, and 

customer 

satisfaction. 

API usage, 

resolution 

quality (CSAT: 

>90%, FCR: 

>85%) for small 

vs. large models. 

Determine the 

cost-

effectiveness 

and resolution 

quality between 

small and large 

models. 

Cost 

Reduction 

through 

Multi-Model 

Routing 

Effectiveness of 

dynamically 

routing tasks to 

appropriate 

models based on 

query complexity. 

Cost savings 

(30%-35%) 

when routing 

simple tasks to 

small models 

and complex 

tasks to large 

models. 

Evaluate the 

cost benefits 

and service 

quality of multi-

model task 

routing. 

Vector 

Database and 

Tool-Use 

Optimization 

Optimizing 

database queries 

and reducing 

external API calls 

to reduce 

operational costs. 

Efficiency gains 

(15%-20%) in 

query 

optimization and 

a 10%-15% 

reduction in 

operational costs 

per agent. 

Assess the 

impact of 

internal 

optimizations 

on operational 

costs in CRM 

workflows. 

Results 

Interpretation 

Summary of 

findings 

indicating that 

multi-model 

routing and 

database 

optimizations 

reduce costs 

without 

compromising 

service quality. 

Total API cost 

reduction (33%) 

and maintained 

service quality 

(CSAT and 

FCR). 

Interpret the 

overall impact 

of multi-model 

routing and 

internal 

optimizations 

on cost and 

service quality. 

 

Table 3 provides an overview of the Experiment and Results chapter, in which the main metrics according 

to the effectiveness of model routing strategies and optimizations in CRM workflows are outlined. It 

incorporates the Model Tiering Impact on Cost and Quality, which compares cost and resolution quality 
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among small and large models, with an emphasis on the use of API and CSAT. The Cost Reduction 

through Multi-Model Routing section illustrates the savings of dynamic task routing, displaying a cost 

reduction of 30%-35% after dynamic task routing [20]. The cost savings of 10-15% per agent are shown 

in Vector Database and Tool-Use Optimization as a result of query optimization and fewer API calls, 

which saved 15-20% of the cost. The Results Interpretation section discusses the total reduction in API 

costs to 33% reduction, and the quality of services (CSAT and FCR) does not deteriorate, which proves 

the success of the multi-model approach. 

 

4.3 Experiment 3: Vector Database and Tool-Use Optimization 

Another experiment was aimed at optimizing the queries to the vector database as well as the rate of 

external API calls. The purpose was to lower the total cost of operation per agent, maximizing the process 

of searching and minimizing the need for any unnecessary interaction with other models. The experiment 

was able to reduce the cost of database queries by 15-20% through fine-tuning of the embedding models 

and manipulation of the retrieval depth. 

A reduction in the rate of external API calls led to a 10-15% decrease in overall operating costs per agent 

[21]. This optimization guaranteed that queries were performed better, even fewer calls were made to the 

external models, and consequently, each CRM interaction was less expensive. Such findings correspond 

to the concept that optimization of the queries and minimization of the use of tools in cloud orchestration 

systems are important, and also emphasize the internal optimization effectiveness in lowering the cost of 

the CRM systems. 

 
Figure 3: A graphical representation of the cost-cutting and efficiency improvement realized during 

experiments with CRM workflow, demonstrating the effect of model tiering, multi-model routing, and 

optimization policy. 

 

Figure 3 demonstrates the outcome of the CRM workflow experiments comparing the cost reductions and 

efficiency increase based on varies approaches. The graph in which multi-model routing resulted in a cost 

reduction in the operation by 30%-35% indicates that Model Tiering Impact resulted in a cost reduction 

by 33%. The Vector Database and Tool-Use Optimization added 15-20% efficiency to make query 

optimization, reducing operational costs. The data indicate that, along with a considerable reduction in 

costs, especially due to the model tiering and multi-model routing, efficiency improvements were also 

observed, which proved that the costs could be reduced using optimization strategies and did not lead to 

deterioration in service quality. 

 

4.4 Results Interpretation 

Multi-model routing implementation was very effective in the cost reduction of APIs. The findings in total 

revealed that utilizing multi-model routing resulted in a cost reduction in API by 33% as compared to the 
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state of affairs where only large models were used, showing a baseline. This decrease did not affect service 

quality, where CSAT was consistently greater than 90% and FCR was greater than 85%. Such results 

indicate that dynamic task routing is an effective way of ensuring the optimization of costs in CRM 

processes, especially when tasks with various complexities are handled using dissimilar models. CSAT 

and FCR measures of the service quality aspect revealed that there was no significant drop in the quality 

of the services in all the experiments [22]. This is essential because it proves that there is no downside to 

using smaller models to make simpler queries and using multi-model routing to create more complex 

queries for the overall customer experience. Indeed, by assigning the tasks to the right model level, one 

can make sure that it will be possible to resolve the cases faster, potentially leading to increased customer 

satisfaction rates in the long term. 

The experiments of the optimization of the vector database and the decrease of the frequency of use of the 

tools identified the necessity of internal optimizations in terms of further decreasing the costs of the 

operations. The 15-20% decrease in the price of database queries and the 10-15% reduction in the cost of 

overall operation per agent more or less indicate that optimizing the method of internal means of storing, 

retrieving, and handling data can make the CRM systems much more efficient. The outcomes support the 

value of cost-cognizant architecture in the CRM process. Using the dynamic routing and optimization of 

database requests and tool utilization, businesses can save a considerable amount of money without 

compromising customer satisfaction or the performance of the company [23; 24]. Previous studies have 

produced such results, with multi-tiered models providing cost reduction and service quality in customer 

support processes. 

 

5. Discussion  

5.1 Analysis of Model Tiering and Routing 

Multi-model routing was an extremely successful approach towards minimizing the costs of operations. 

With about 80% of the work done by the smaller models, which are more easily doable and less 

challenging to compute, it also brought about great cost reductions without compromising the quality. 

Simple models were peaceful at the trivial duties like routine queries or low complexity case resolutions, 

whereas more advanced requests like escalation of cases or technical troubleshooting requests were 

redirected to the larger and more robust model.  

The layer-by-layer strategy helped in the efficient use of resources, where most of the queries were handled 

by the small models, and only the large models were utilized when the need arose. Consequently, 

businesses realized up to a 50% reduction of API usage and 33% cost savings when compared to 

performing all tasks using large models all at high resolution quality [25]. This routing structure contrasts 

with other routing industries like customer support, where Zendesk applies a tiered model to process 

various levels of complexity, and the model has shown a 25% reduction in cost without affecting customer 

satisfaction. 

 

5.2 Cost-Effectiveness of Multi-Model Routers 

The experiment showed that multi-model routers were cost-effective, as it was seen that operational costs 

were reduced by 30%-33% with the smaller models being utilized in routine operations, and especially 

the API costs were reduced. This decrease was attained without a substantial reduction of the customer 

satisfaction (CSAT) or first-contact resolution (FCR) rate, which were both over 85%. In practice, there 

is a coincidence between this approach in real-life applications in Zendesk, where the firm has indicated 

a 25% cost reduction by switching to a similar multi-model routing approach.  

The saving is more crucial to SaaS software and CRM systems that handle a large number of customers. 

One of the opportunities that the tiered AI models have demonstrated in practice is the success with which 

Zendesk has managed to implement the corresponding models. By making sure that only when needed 
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things are sent over larger models, businesses will have significant savings and yet be able to adhere to 

the quality of service a customer needs [26]. 

 

5.3 Vector Database Optimization and Tool-Use Frequency 

The other important conclusion of the experiments was the effect of the vectors database optimization and 

frequent use of the tools on minimizing the operating costs. Embedding models and retrieval depth proved 

to better optimize database queries and reduce query time by 15%-20% as a better system was simply the 

result of lowering computational load, high the efficiency of the new system [27]. This optimization 

minimized the usage of external API calls, which are usually the most costly part of query processing in 

CRM systems. 

 

A 15% optimization of tool-use helped minimize the external API calls by 15% further resulting in a total 

reduction of operations of 10%-15% per agent. This is in line with the literature research, which indicated 

that optimization strategies helped to substantially lower the processing cost in IT systems. For CRM 

systems, they are an effective optimization, reducing the total load on external services and aid businesses 

to work more effectively in both cost and performance. As the research indicated, the slightest changes in 

how database queries are processed and the calls are made to the API can lead to significant savings, which 

makes the system more efficient and responsive and prevents the cost of operations from exceeding the 

budget. 

 
Figure 4: A summary of how optimization of a vector database with and without optimization of the 

tools used affects CRM systems, with valuable cost savings and efficiency enhancements in internal 

optimizations. 

 

Figure 4 shows the outcome of two major optimizations of CRM systems: Tool-Use Optimization and 

Vector Database Optimization. As the graph indicates, Vector Database Optimization led to a 15% to 20% 

decrease in query time, and this increased the effectiveness of the system. This was achieved through the 

optimization of embedding models as well as retrieval depth, which was, in effect, a reduction of the 

computational load. Tool-Use Optimization also helped to lower the external API call count by 15%, 

which resulted in the general cost of operation reduction from 10% to 15% per agent. These results are in 

line with the past study, which shows that a slight variation in database query processing and use of APIs 

can result in massive cost reductions. These optimizations taken together prove that CRM systems can be 

more efficient in reducing costs and enhancing performance without harming the quality of service. This 

emphasizes the need to streamline internal operations towards cost-effective CRM operations. 

 

5.4 Practical Implications for CRM Systems 

These experiments have direct implications for CRM systems, especially those of large platforms such as 

Salesforce Service Cloud, which deal with large volumes of customer engagements. The capacity to 
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dynamically delegate and assign tasks to the correct model tier might result in up to 35% of operational 

savings with no system performance reduction [28]. Using small models to solve simple queries and large 

models to solve more complex tasks will ensure that businesses can minimize their use of costly large 

models, relying on little API usage and reduced costs without compromising customer satisfaction and 

first-contact resolution rates. 

 

Dynamical routing implemented by multi-agent systems is a cost-saving approach, as well as an 

enhancement in CRM systems’ scalability. As the demand on the use of AI-based support systems grows, 

it will be necessary to make sure that the resources are used effectively to address the issue of maintaining 

a competitive price and operational performance. Model tiering is likely to lead to significant cost savings 

at Salesforce Service Cloud, thus enabling it to be a decent choice when companies seek to streamline 

their CRM processes while not compromising the quality of services [29]. 

Further operational efficiencies can be attained by companies that incorporate the incorporation of use of 

vector database optimizations with the management of the tool-use frequency. These methods enhance the 

data retrieval rate, and therefore CRM systems are responsive, and less time is taken in responding to 

queries. The capacity to avoid API calls not only decreases the cost but also enhances the general operation 

and customer satisfaction, as a slower reaction time is ensured [30]. These findings are consistent with the 

concept that places emphasis on the use of optimization techniques to promote the efficiency of IT 

systems. For CRM workflows, it may be translated into improved response time, improved service quality, 

and reduced system costs. 

 

6. Future Research Recommendations  

6.1 Improved AI Models 

Future studies should be centered on the creation of hybrid models based on small and large LLMs that 

are oriented to a specific task. With the help of small models handling the common or simple requests and 

bigger models being used with more complicated tasks, businesses can gain better cost efficiency at the 

same time offering high-quality service. The advantage of hybrid models is more so in the dynamic model 

choice based on the requirements at any given time, such that resources are optimally allocated based on 

the complexity of the given task. 

This type of hybrid system could be devised so that it dynamically evaluates the quality of every request 

that comes in and then decides on the most suitable model, so that economical remedies are enforced for 

simpler activities. Adaptive task-switching research could also enhance this process, as models will be 

able to adapt automatically during different task complexities [31]. This method can radically cut the cost 

of operating, and retain the performance and accuracy of larger models such as GPT-4. Past research has 

indicated that model selection can be optimized through decision trees and other means of adaptive AI, 

which might be applied likewise in the scenario of hybrid LLM models. 

 

6.2 Advanced Optimization Algorithms 

Further development of the optimization algorithms in enhancing task routing in CRM systems is also an 

exciting field of future research. The reinforcement learning (RL) application to continuously optimize 

routing decisions is one of the areas of focus [32]. Reinforcement learning helps systems to learn from the 

history of actions and change strategies to maximize the long-term results. Resulting in CRM workflow, 

the RL would be applicable to optimize the model routing process and have the tasks being assigned 

dynamically to the model that would be most efficient within the framework of real-time performance and 

cost feedback. For example, RL would be able to understand what combinations of model sizes offer the 

optimal tradeoff between cost reduction and service quality (in terms of CSAT and FCR).  

Through the use of feedback, the system might evolve with time, optimizing resource allocation further. 

Also, meta-learning methods might be considered, wherein the models are enhanced regarding the 
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adaptation of their task-selection strategies according to the changing character of the incoming queries. 

This helps ensure that CRM systems are made more effective with the increased amount of data they 

collect. The flexibility and effectiveness of these RL-driven systems might be exploited by using the 

knowledge of decision trees and automated responses that are based on AI. 

 

 
Figure 5: A summary of the dynamic CRM routing process, in which tasks are allocated depending on 

query complexity, model selection, and ongoing optimization by use of reinforcement learning and 

feedback. 

 

Figure 5 shows a flowchart of performing advanced optimization algorithms in CRM systems through 

reinforcement learning (RL). This begins with the receipt of the incoming ticket and complexity check, 

whereby a new CRM query is evaluated on its complexity. Based on this assessment, the system directs 

the query to the best-suited model and optimizes the task routing based on performance and feedback on 

cost. Simple queries are redirected to smaller models using the model selection routing, and complex 

queries to more competent models, balancing between the reduction of costs and the quality of services. 

The metrics are also captured, and the routing policies are updated by the system to enhance the efficiency 

of tasks. The fact that meta-learning and decision tree is included is helpful to adjust the routing strategies 

used by the system as it is learning based on historic data, thereby improving CRM workflow operations 

and long-term resource allocation. 

 

6.3 Edge Computing Integration 

Another chance that can be given to enhance the efficiency of the CRM workflow and diminish the costs 

is the integration of edge computing. Analysis of data nearer to the user or at local servers may decrease 

the latency and dependence on centralized cloud-based services significantly because of edge computing. 

This would enable quick response time and less communication with cloud models in case of simple tasks. 

Edge computing would allow implementing the smaller AI models on the local devices, which would be 

able to process the simple customer queries without using cloud resources [33]. This comes in handy as 

an answering frequently asked questions or a very basic troubleshooting activity, as it would both address 

the costs of operation and dependence on expensive cloud APIs. Through the combination of an edge 

computing system and the cloud-based system, businesses are able to enable a hybrid system that the 

company can optimize in its local processing and cloud computing resources. 

Future studies involve analyzing the feasibility of seamlessly interweaving local processing models and 

cloud-based AI models to reduce dependence on cloud infrastructure. This integration helps make sure 

that the CRM systems can better process and solve customer queries at a faster rate, at a lower cost of API 

calls. The Shekswess customer-support data could be applied to design the optimization of the edge-based 

solutions to optimize the CRM tissue operations and decrease operational costs [26]. The edge-based AI 
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models might be utilized in real-time decision-making in the CRM processes, and these would be efficient 

in enhancing the response time and efficiency. Further studies on CRM workflows must be directed at the 

creation of hybrid AI, reinforcement learning to generate optimal models, and embedding edge computing 

to decrease the latency and operational expenses. These inventions can be used to make cost-efficient and, 

at the same time, maintain the performance and quality of service. Such a combination would allow 

businesses to scale the CRM systems much higher as well as make them cheaper, much more agile, and 

responsive compared to customer needs in the context of the constantly changing digital environment. 

 

7. Conclusions  

This study aimed to discuss the application of cost cognizant agentic architectures to route management 

efficiency and tool-use efficiency of CRM after-sales processes. The study proved that the implementation 

of such a system of routing, as the allocation of tasks into small, medium, or large LLMs dynamically 

depending on complexity, leads to serious cost reduction without deterioration of the quality of service 

provided. In particular, a dynamic routing plan resulted in a 33% saving in API costs, which is an effective 

solution to the issue of excessive dependence on big models in CRM. This architecture not only minimized 

operational costs by paying off more straightforward queries with less powerful models and leaving more 

difficult cases to the more powerful large models, but also made sure that such performance-related metrics 

as customer satisfaction (CSAT) and first-contact resolution (FCR) not only stayed high, but the CSAT 

always exceeded 90%, and the FCR was above 85%. These results are not an exception to the 

accumulating evidence on the benefits of utilizing tiered AI systems; cost savings are made without 

significant damage to the customer experience. 

The study also highlighted the fact that vector database optimization and minimization of external API 

calls in CRM systems are important. The study was able to achieve a 15%-20% query time reduction with 

the optimization of the embedding models and the retrieval depth, resulting in a more efficient system of 

responding to queries and reduced costs of operating. The frequency of the external API calls is reduced 

by 15%, and it led to a decrease of the total expenses per agent by 10% to 15%, demonstrating the 

importance of internal system optimization in ensuring a cost-effective workflow. The multi-model 

routing strategy was especially efficient in terms of compromising between cost-efficiency and the quality 

of the service. Having a cost reduction of 30-35% relative to continuously using the biggest model, this 

dynamic system indicated that small models could manage as many as 80% of standard queries effectively, 

eliminating large models and leading to a saving of costs. This is compatible with live definitions of CRM 

activation, like the multi-model approach applied by Zendesk, which achieved a 25% reduction without 

service quality reduction. 

The real-life uses of such results in CRM systems are also evident, especially when it comes to large 

platforms such as Salesforce Service Cloud. The use of dynamic task routing and the application of multi-

agent systems in these platforms may result in the saving of up to 35% on operational costs of the CRM 

operations, without compromising on the performance and the satisfaction of the customers. The results 

also imply that the combination of edge computing and additional enhancement of the task routing 

schemes with more sophisticated reinforcement learning may lead to even better efficiency and the 

decrease of costs in future CRM systems. The research offers a cost-efficient model as a means of 

enhancing the CRM process. With multi-tiered LLP architecture, vector database optimization, and 

dynamic task routing, businesses are able to optimize the costs of operations and still ensure high quality 

of customer service. This will not only help to bring significant cost savings, but it will also set the base 

for more scalable and efficient CRM systems in the future. 
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