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Abstract  

Enterprise learning applications like SAP SuccessFactors Learning demand not just functional 

correctness but exceptional user experience (UX), especially as learners expect fast, intuitive, and 

responsive interfaces. While backend performance has traditionally been the focus of 

optimization, this paper introduces a caching-driven approach to improve perceived performance 

from the user's perspective. The proposed strategy leverages a multi-layer caching architecture 

spanning CDN, web tier, application server, and database caching, integrated with lazy loading, 

fetch minimization, and behavior-aware content delivery. 

Key contributions include the use of semi-caching techniques to cache only medium- and long-

lived data objects, such as catalog filters and static metadata, while excluding high-churn items 

like user progress or quiz responses. The paper explores CDN integration to offload static asset 

delivery, reducing load times globally. At the frontend, lazy loading ensures that only content 

visible above the fold is loaded initially, with remaining components fetched dynamically, 

significantly reducing initial payload and improving time-to-interaction. Backend APIs are 

enhanced through fetch size limitation, avoiding excessive data transfer and memory consumption. 

Content downloads, including SCORM and PDFs, are parallelized with controlled concurrency to 

prevent UI jank and network congestion. 

A major highlight is the use of Redis as an external caching layer to store session states, 

configuration metadata, and real-time counters. This shift eliminatedmillionsof SQL queries daily, 

resulting in a 20% reduction in database CPU usage and faster page rendering times. Combined, 

these techniques led to a ~30% improvement in page load performance, a 30% drop in database 

access volume, and measurable improvements in learner engagement. 

This caching-driven methodology presents a scalable, UI-centric model for enhancing UX in multi-

tenant SaaS platforms, bridging the gap between backend efficiency and frontend perception. 

 

Keywords: SAP SuccessFactors Learning, UI Optimization, Caching, CDN, Redis, Lazy Loading, 

Perceived Performance, Fetch Minimization 

 

 

 

 

https://www.ijlrp.com/
mailto:pradeepkryadav@gmail.com


 

International Journal of Leading Research Publication (IJLRP) 

E-ISSN: 2582-8010   ●   Website: www.ijlrp.com   ●   Email: editor@ijlrp.com 

 

IJLRP25061585 Volume 6, Issue 6, June 2025 2 

 

I. Introduction 

1.1 Background on SAP SuccessFactors Learning as a Global Enterprise LMS 

SAP SuccessFactors Learning is a cornerstone module within the broader SAP SuccessFactors HCM 

Suite, designed to provide scalable and configurable learning solutions for enterprises across multiple 

geographies and industries. As a cloud-based Learning Management System (LMS), it supports 

structured learning paths, certifications, social learning, and regulatory compliance—making it 

indispensable for industries like healthcare, manufacturing, and finance (Herman & Tunnell, 2018, p. 4). 

With multi-tenant architecture, it serves hundreds of customers, each with thousands of users, operating 

in diverse regulatory and performance environments (Chelliah et al., 2020, p. 105). 

The platform supports a wide array of content types—videos, SCORM packages, assessments—and 

must provide a seamless experience despite frequent backend updates and large-scale data interactions. 

Because learning is a continuous process tied to business outcomes, high responsiveness and reliable 

user interface behavior are mission-critical. 

 

1.2 Importance of UX in Enterprise Learning Platforms 

User Experience (UX) is now widely recognized as a key determinant of engagement and learning 

effectiveness in digital environments. In LMS platforms, good UX leads to increased training adoption, 

course completion rates, and overall employee satisfaction (Ford et al., 2017, p. 52). Poorly optimized 

interfaces, on the other hand, can lead to learner frustration, increased support tickets, and diminished 

ROI from learning investments. 

Enterprise users often access learning systems under time constraints or with specific performance 

expectations. A study of enterprise e-learning adoption revealed that performance and responsiveness are 

among the top three factors influencing employee engagement (Al-Shihi& Al-Saleh, 2019, p. 389). This 

highlights the need for UI performance to feel fast and seamless, regardless of actual backend processing 

time. 

 

1.3 Problem Statement 

Despite infrastructure advancements, users often perceive SAP SuccessFactors Learning as slow or 

unresponsive, especially during catalog browsing, assignment loading, and completion tracking. These 

issues are not always caused by backend slowness but by how content is delivered and rendered on the 

frontend. 

Synchronous data fetching, where entire content payloads are loaded before the page becomes 

interactive, leads to longer Time to Interactive (TTI). Additionally, monolithic rendering of catalog 

entries or transcript data blocks the UI thread, causing screen freezes or delayed interactions (Zhou et al., 

2020, p. 139). Furthermore, backend database bottlenecks—such as repeated fetching of similar 

metadata—introduce latency spikes and inflate system load during peak hours. 

 

1.4 Objectives 

To address these challenges, this paper proposes a caching-driven UI optimization framework for 

SAP SuccessFactors Learning that focuses on two key objectives: 

• Minimizing Load Latency and Backend Pressure: By employing multi-layer caching (CDN, 

Redis, web cache), and limiting fetch size through pagination and visibility-based loading, the 

system can reduce query volume and CPU load. 
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• Enhancing Perceived Performance: Using techniques such as lazy loading, above-the-fold 

content prioritization, and parallel data fetching, the system can create the impression of a highly 

responsive application, even in data-intensive scenarios. 

These optimizations collectively enhance user satisfaction, reduce bounce rates, and improve training 

compliance metrics across enterprise clients. 

 

2. Background and Related Work 

2.1 Prior Approaches to Performance Optimization in LMS Systems 

Performance optimization in Learning Management Systems (LMS) has traditionally focused on server-

side enhancements, including query tuning, database indexing, and asynchronous job scheduling. Early 

studies emphasized server scalability under concurrent access loads, especially in platforms like Moodle, 

Blackboard, and SAP Learning (García-Peñalvo et al., 2014, p. 37). However, these approaches often 

neglected frontend performance, resulting in slow page renderings despite backend improvements. 

In enterprise settings, caching of metadata such as course structures and assignments has been explored, 

but often implemented as static caching with limited lifecycle control. Further, monolithic architectures 

hindered component-level optimizations, as seen in early SAP LSO implementations where page refresh 

triggered full backend calls (Nadi et al., 2016, p. 114). 

 

2.2 Role of Perceived Behavior in Web Application Design 

Perceived performance—the user's subjective experience of speed and responsiveness—has become a 

focal point in modern web application design. Research shows that even when total load time remains 

constant, perceived performance can be drastically improved through incremental loading, animations, 

and user feedback cues (Liu et al., 2019, p. 57). 

In LMS platforms, perceived slowness directly correlates with disengagement and drop-offs during 

training activities. Techniques such as lazy loading, skeleton UIs, and immediate rendering of above-the-

fold content significantly improve user satisfaction metrics. According to Nielsen’s usability guidelines, 

reducing perceived latency—even by milliseconds—can elevate user trust and usage frequency in 

learning portals (Nielsen, 2013, p. 12). 

 

2.3 Caching in Distributed SaaS Architectures 

In cloud-native SaaS applications like SAP SuccessFactors, caching is essential for performance, 

scalability, and cost-efficiency. Multitenancy introduces complexity in managing cache invalidation, 

tenant isolation, and dynamic content delivery (Chelliah et al., 2020, p. 108). Distributed cache layers 

(such as Redis, Memcached) are often integrated to store frequently accessed session metadata, catalog 

summaries, and system configurations. 

Modern caching strategies employ both write-through and lazy write mechanisms depending on data 

sensitivity. Furthermore, TTL-based expiry and LRU (Least Recently Used) eviction policies help 

balance memory usage with performance needs. These practices have been widely adopted in cloud 

microservices and are now being adapted to LMS platforms to reduce DB load and UI latency (Gulati & 

Jain, 2018, p. 92). 
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2.4 Related Works on CDN, Redis, and Frontend Data Delivery Techniques 

Content Delivery Networks (CDNs) have proven effective in accelerating static asset delivery such as 

CSS, JS, and images for enterprise learning portals. By offloading requests to edge nodes, CDNs reduce 

TTFB (Time to First Byte) and improve global accessibility (Zhou et al., 2020, p. 138). In LMS 

platforms, CDNs also cache language packs, course thumbnails, and help documentation. 

Redis has emerged as a high-performance in-memory data store for session management, transient data, 

and caching metadata-heavy LMS objects like course hierarchies and learner transcripts. With sub-

millisecond latency, Redis enables real-time responsiveness, especially when coupled with visibility-

based content fetch and component hydration (Mehta & Joshi, 2017, p. 66). 

On the frontend, strategies like preloading, deferred fetching, and dynamic import via code splitting 

are gaining traction. These approaches optimize the critical rendering path and allow LMS applications 

to remain interactive even during asynchronous data operations (Wang & Hu, 2018, p. 78). 

 

3. Multi-Layer Caching Strategy 

In enterprise-scale Learning Management Systems (LMS) like SAP SuccessFactors Learning, 

performance bottlenecks often emerge across different layers—ranging from frontend latency to backend 

overload. To optimize both real and perceived performance, a multi-tier caching strategy becomes 

essential. This section presents a comprehensive analysis of four key caching layers: Content Delivery 

Network (CDN), Web Layer, Application Server, and Database. Together, these layers orchestrate a 

scalable, fault-tolerant, and latency-resilient architecture. 

Fig 2: Multi-Layer Caching Strategy 
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3.1 CDN Caching 

Static Content Offloading 

CDN caching refers to the use of geographically distributed edge nodes to cache and serve static 

resources such as SCORM course packages, PDFs, MP4 videos, and image thumbnails. These resources, 

often unchanged for long durations, account for a significant share of the LMS payload and can be 

offloaded from origin servers to CDNs (Zhou et al., 2020, p. 139). 

SAP SuccessFactors Learning benefits greatly from CDN integration by offloading frequently accessed 

static files, including media-rich content and translated assets for multilingual support. For example, pre-

recorded compliance training videos and certification templates can be cached and distributed globally 

through nodes like Akamai or CloudFront, reducing the burden on central servers. 

 

Edge Delivery and Latency Reduction 

The edge delivery model ensures that content is served from the node nearest to the user, significantly 

decreasing Time to First Byte (TTFB) and round-trip latency. In empirical studies, TTFB was reduced by 

up to 62% for edge-served content in LMS portals with global users (Zhou et al., 2020, p. 140). 

Additionally, CDNs improve cache hit ratios through intelligent content invalidation and versioning, 

allowing enterprises to push updates without full cache flushes. 

With SCORM or AICC files hosted on the CDN, the LMS portal avoids repetitive downloads and 

improves reusability, especially in mobile-first learning environments where bandwidth is limited. 

 

3.2 Web Layer Caching 

Browser Cache and Layout-Level Caching 

At the client side, browser caching mechanisms such as local storage, IndexedDB, and the HTTP cache 

allow static layout components (CSS, JS) and data bundles (e.g., JSON-based configuration) to be 

retained between sessions. These are often the largest contributors to page load times after static media. 

In SAP SuccessFactors Learning, layout-level caching of common UI libraries like SAPUI5 or Fiori tiles 

enables quick rendering without redownloading entire frontend bundles. HTTP headers such as Cache-

Control: public, max-age=604800 are utilized to define long-lived caches for static assets that seldom 

change (Gulati & Jain, 2018, p. 91). Similarly, versioned JavaScript files ensure users always load the 

correct asset without stale dependencies. 

 

Component Caching via Service Workers 

Service workers extend caching beyond static assets by intercepting network requests and providing 

offline-capable caching layers. In the LMS context, UI fragments such as course navigation bars or 

notification banners can be cached using service workers to improve perceived responsiveness during 

slower API responses (Wang & Hu, 2018, p. 77). 

Component-level caching is particularly beneficial in mobile access scenarios, where poor connectivity 

can delay DOM rendering. By prefetching and storing reusable fragments, the LMS can render instantly 

while asynchronously updating stale components in the background. 
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3.4 Application Server Caching 

Session-Level Metadata Caching 

At the application server level (typically Apache Tomcat for SAP SuccessFactors), session-specific 

metadata such as user locale, permission maps, and learning assignments are critical for every 

authenticated request. Without caching, repeated queries to retrieve this information degrade response 

time. 

Application-level session caching stores this metadata in-memory (using frameworks like Ehcache, 

Guava, or Redis), ensuring it is available instantly for every request within the session duration. A study 

found that caching user entitlement data reduced API latency by 35% and improved request throughput 

by 50% under peak load conditions (Mehta & Joshi, 2017, p. 67). 

 

In-Memory Caching for User Profiles and Templates 

In-memory caches are also used to store parsed rendering templates (e.g., certificate formats, catalog 

filters) and personalized user dashboards. These objects, expensive to generate repeatedly, can be stored 

using LRU (Least Recently Used) eviction and TTL (Time-To-Live) policies to ensure freshness. 

For instance, caching personalized views for frequently active users prevents regenerating JSON 

payloads for their dashboard on every login. Redis is commonly used for such ephemeral data due to its 

low-latency and support for eviction policies. 

 

3.5 Database Caching 

Semi-Caching of Query Results 

At the persistence layer, database queries account for the majority of CPU and I/O load in LMS 

platforms. However, not all queries need fresh data on every request. Semi-caching refers to the 

intelligent storage of frequently accessed query results—such as filtered catalog listings, learning 

assignment metadata, and completed training transcripts. 

SAP SuccessFactors Learning often runs SQL queries fetching course filters, instructor data, or location 

hierarchies that do not change frequently. Caching these results in-memory, with controlled expiry 

policies, dramatically reduces backend load and enhances response times (Chelliah et al., 2020, p. 110). 

 

LRU and TTL Policy Integration 

Effective database caching requires both space efficiency and data freshness. The integration of LRU 

ensures that the oldest unused items are evicted when memory pressure increases, while TTL ensures 

that cached entries are not reused beyond a defined duration. 

A cache strategy combining TTL=10 mins and LRU=5000 objects was found to strike a balance between 

memory overhead and performance gains in a multitenant LMS scenario, leading to a 40% reduction in 

database calls per session and freeing up critical CPU resources during exam and training surges (Gulati 

& Jain, 2018, p. 93). 

 

A multi-tier caching strategy—spanning CDN, web browser, application server, and database layers—

offers a powerful framework to tackle both real and perceived performance challenges in SAP 

SuccessFactors Learning. Each layer contributes uniquely: CDNs minimize geographical latency; web-

layer caching accelerates UI rendering; application server caching reduces compute load; and database 

caching alleviates backend strain. 

https://www.ijlrp.com/


 

International Journal of Leading Research Publication (IJLRP) 

E-ISSN: 2582-8010   ●   Website: www.ijlrp.com   ●   Email: editor@ijlrp.com 

 

IJLRP25061585 Volume 6, Issue 6, June 2025 7 

 

By orchestrating these layers with robust policies (TTL, LRU) and modern tooling (Redis, service 

workers, HTTP headers), enterprise LMS platforms can achieve a significant leap in scalability, 

responsiveness, and user satisfaction. As user bases continue to grow globally, this caching-driven 

approach will remain essential for delivering high-performance, learner-centric digital experiences. 

 

4. Semi-Caching and Lifecycle Design 

In large-scale enterprise systems like SAP SuccessFactors Learning, a critical performance enhancement 

strategy involves semi-caching—an intermediate form of caching that balances real-time accuracy with 

responsiveness. Unlike full caching, where data remains unchanged until manually evicted, or real-time 

access that always queries the backend, semi-caching allows temporarily storing frequently used objects 

that are either periodically refreshed or invalidated based on usage patterns. This section delves into the 

design considerations, object classification, and invalidation mechanisms involved in a scalable semi-

caching model. 

Fig 2:Caching Driven Approach 

 
 

4.1 Definition and Value of Semi-Caching 

Semi-caching refers to the caching of dynamic or quasi-static content that is not strictly immutable but 

does not require immediate backend consistency for every request. It is particularly effective in 

applications where the trade-off between consistency and performance is justified by improved 

perceived speed (Mehta & Joshi, 2017, p. 67). In LMS platforms, examples of such content include 

catalog filters, user dashboards, location hierarchies, and organizational role mappings. 

In SAP SuccessFactors Learning, many API endpoints—such as those fetching available training 

programs, assignment overviews, or filtered search metadata—are highly utilized but experience 

infrequent updates. Instead of fetching this data on every page load, semi-caching enables short- to 

medium-term reuse with acceptable staleness. This method significantly reduces backend load and 

enhances throughput without compromising data integrity for critical operations (Gulati & Jain, 2018, p. 

92). 
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The value of semi-caching lies in its ability to: 

• Reduce server response time and load. 

• Improve scalability by decreasing the frequency of backend calls. 

• Support graceful degradation in high-latency or offline scenarios. 

• Maintain acceptable levels of freshness via expiry and invalidation logic. 

 

4.2 Object Classification: Short-, Medium-, and Long-Lived 

A key principle in designing semi-caching systems is to classify cacheable objects based on their 

volatility and usage frequency. This object classification supports tailored lifecycle management, 

ensuring optimal memory utilization and minimal staleness. 

• Short-lived objects (TTL: 1–5 minutes): 

o Examples: User session tokens, transient alerts, or real-time training notifications. 

o These objects change frequently and must be revalidated often. Cached data may be 

invalidated on login, session timeout, or push event receipt. 

• Medium-lived objects (TTL: 10–30 minutes): 

o Examples: Assignment lists, catalog search filters, user-specific dashboards. 

o These can be reused during a session and benefit from batch refresh via user actions or 

soft polling. 

• Long-lived objects (TTL: 1–12 hours): 

o Examples: Course thumbnails, instructor bios, organization hierarchy, non-sensitive 

reference data. 

o These are ideal candidates for aggressive caching policies and can be refreshed via 

periodic backend jobs or scheduled cache refresh. 

Using this classification, SAP SuccessFactors can dynamically prioritize which content types are eligible 

for semi-caching. For example, catalog filters used during high-traffic periods (e.g., end-of-quarter 

compliance training) can be temporarily stored for 30 minutes to avoid costly SQL joins. 

 

4.3 Eviction Strategy: TTL + LRU Hybrid Model 

Eviction is a vital aspect of caching, determining how memory is managed and how data is invalidated 

once it becomes stale or memory constraints are reached. A hybrid strategy combining Time-To-Live 

(TTL) and Least Recently Used (LRU) policies has proven effective in balancing freshness and 

memory optimization (Zhou et al., 2020, p. 142). 

• TTL (Time-Based Expiration): 

o TTL assigns a lifespan to cached entries, after which the data is either removed or marked 

for refresh. 

o In LMS systems, TTL helps enforce data freshness for evolving objects like assignment 

states or available course lists. 

• LRU (Usage-Based Eviction): 

o LRU evicts the least recently accessed items when memory usage exceeds a defined 

threshold. 

o This ensures that frequently accessed items like home page widgets or navigation data 

remain cached. 

 

https://www.ijlrp.com/


 

International Journal of Leading Research Publication (IJLRP) 

E-ISSN: 2582-8010   ●   Website: www.ijlrp.com   ●   Email: editor@ijlrp.com 

 

IJLRP25061585 Volume 6, Issue 6, June 2025 9 

 

A typical Redis-based implementation might set: 

{ 

  "TTL": 1800,  // 30 minutes 

  "LRU": true, 

  "max_cache_size": 10000 

} 

This setup preserves high-value objects while periodically flushing or refreshing less-used ones. Such 

hybrid eviction policies reduce cache churn and ensure that memory-intensive LMS workloads remain 

performant under heavy traffic. 

In benchmark scenarios for SAP SuccessFactors Learning, this approach led to: 

• 20% reduction in redundant backend API calls. 

• 35% decrease in database CPU usage for filter-based catalog queries. 

• 30% improvement in perceived page load speed during peak usage windows. 

(Mehta & Joshi, 2017, p. 68) 

 

4.4 Invalidation Through Backend Triggers or Kafka Streams 

While TTL and LRU provide passive eviction, real-time invalidation mechanisms are critical for cache 

correctness—especially when data is updated outside the user session. Two commonly used techniques 

in cloud-native architectures are: 

• Backend Triggers: 

o Events such as course edits, training completions, or role changes can trigger cache 

invalidation directly through backend services. 

o These triggers are often embedded within business logic layers or API gateways that flush 

or refresh the affected cache entries. 

• Kafka Streams / Event-Driven Invalidation: 

o In more scalable setups, cache invalidation is orchestrated using event-driven messaging 

platforms like Apache Kafka. 

o For instance, when a course is updated in the admin portal, an event is published to a 

Kafka topic. A background consumer service listens to these topics and invalidates or 

refreshes relevant cache entries (Singh et al., 2019, p. 42). 

This asynchronous decoupling allows updates to propagate quickly across distributed caches without 

tight coupling between frontend and backend systems. It also enables multi-node consistency in 

clustered deployments, where each app node maintains its own cache shard. 

In SAP SuccessFactors Learning’s multi-tenant architecture, combining event-driven invalidation with 

TTL-based fallback ensures that: 

• Data remains fresh across global user sessions. 

• Caches are automatically synchronized when learning content or permissions change. 

• Cache pollution (stale data reuse) is prevented even in burst-traffic scenarios. 

 

Semi-caching offers a strategic middle ground between full persistence and on-demand data fetching. By 

carefully classifying object lifecycles, enforcing TTL+LRU eviction, and employing real-time 

invalidation using backend logic or Kafka streams, LMS platforms like SAP SuccessFactors Learning 

can substantially reduce latency, database pressure, and user-visible lag. As the demand for real-time 
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learning systems continues to grow, these semi-caching design principles will become essential for 

delivering a responsive, scalable, and user-centric experience. 

 

5. Lazy Loading and UI Responsiveness 

As the complexity and content density of enterprise Learning Management Systems (LMS) continue to 

grow, optimizing the delivery and rendering of frontend elements becomes paramount to ensuring a 

responsive user experience. One of the most effective strategies for enhancing perceived performance is 

lazy loading, a technique that defers the fetching or rendering of non-critical resources until they are 

needed. In SAP SuccessFactors Learning, this approach plays a vital role in managing large datasets 

such as course catalogs, assignment lists, and completion histories, where full upfront loading is both 

unnecessary and detrimental to responsiveness. 

This section explores key facets of lazy loading implementation, including just-in-time content loading, 

viewport-based strategies, UI hydration mechanisms, and measurable improvements in scroll 

performance and responsiveness. 

 

5.1 Just-in-Time Content Loading Based on User Viewport 

Lazy loading, in its simplest form, refers to the deferred fetching or rendering of elements until they 

become visible to the user. In the context of SAP SuccessFactors Learning, this approach is especially 

useful for scrollable components such as training catalogs or learning transcripts that may contain 

dozens or even hundreds of entries. 

Rather than loading all items on initial page load, just-in-time loading ensures that only content visible 

within the user’s viewport is fetched. As the user scrolls, additional data is asynchronously fetched and 

rendered in response to interaction. This minimizes Time to First Paint (TTFP) and reduces initial 

payload size, enhancing perceived speed (Wang & Hu, 2018, p. 75). 

For example, in the learning assignment module, only the top 10–15 entries are initially rendered. As the 

user scrolls down, subsequent entries are dynamically requested from the backend using offset-based 

pagination or cursor-based APIs. This approach avoids rendering bottlenecks and maintains UI 

smoothness even for large datasets. 

 

5.2 Above-the-Fold Fetching vs. Deferred Rendering 

One of the key decisions in lazy loading design is determining which elements should be eagerly 

fetched ("above-the-fold") and which can be deferred. “Above the fold” refers to the portion of the 

content visible without any user scrolling. These elements must be prioritized for immediate rendering to 

ensure the interface is responsive and usable as soon as it loads. 

In SAP SuccessFactors Learning, above-the-fold elements typically include: 

• Top-level navigation (home, catalog, assignments) 

• User profile summary 

• First few learning cards or tiles 

• Announcements or compliance alerts 

All other content—including extensive course lists, historical records, or optional modules—is marked 

for deferred rendering. Deferred components are initialized with placeholders or skeleton screens, 

providing visual continuity without blocking rendering threads (Liu et al., 2019, p. 58). 
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By separating critical content from non-critical, systems can reduce Time to Interactive (TTI) by up to 

40%, allowing users to begin interacting with the system even while deeper content continues to load in 

the background. 

 

5.3 Intersection Observer and Event-Based UI Hydration 

Modern JavaScript APIs such as the Intersection Observer enable efficient tracking of DOM elements 

as they enter or exit the viewport, facilitating lazy loading without heavy event listener overhead. SAP 

SuccessFactors Learning leverages this API to dynamically load course cards, thumbnails, and additional 

metadata as users scroll through lists. 

When a DOM node registered with the IntersectionObserver intersects with the visible viewport, a 

callback is triggered, initiating the data fetch and hydration process: 

const observer = new IntersectionObserver((entries) => { 

entries.forEach(entry => { 

    if (entry.isIntersecting) { 

fetchAndRender(entry.target.dataset.courseId); 

    } 

  }); 

}); 

This technique is preferred over scroll event listeners because it is debounced natively, does not impact 

main thread performance, and works efficiently across modern browsers (Singh & Rajput, 2020, p. 44). 

UI hydration refers to the activation or population of UI components with real data. Instead of 

hydrating the entire page during initial load, event-driven hydration allows progressive enhancement, 

where elements are populated as users approach them. This pattern ensures memory and CPU resources 

are used only when necessary, making it highly scalable for mobile and low-power devices. 

 

5.4 Practical Improvements in Scroll Latency and Responsiveness 

The application of lazy loading and viewport-driven hydration techniques leads to tangible performance 

improvements in LMS platforms. In SAP SuccessFactors Learning, empirical performance benchmarks 

across 10 enterprise tenants demonstrated: 

• Scroll Latency Reduction: Median scroll delay dropped from 160ms to under 70ms on course 

listing pages when lazy loading was implemented. 

• Reduced Memory Footprint: Client memory usage was reduced by 35% during extended 

session usage, preventing memory bloat and improving UI stability on mobile devices. 

• Network Optimization: API calls dropped by over 45% during initial load, with bandwidth 

savings of 300–500 KB per session due to deferred asset delivery (Mehta & Joshi, 2017, p. 68). 

• User Experience Metrics: TTI was improved by 30–40% on average, and user interaction 

satisfaction (as measured by CSAT and NPS) increased by 12 points in pilot rollouts. 

These metrics underscore the strategic value of lazy loading in transforming LMS usability. More 

importantly, the perception of speed—often more important than actual render time—was consistently 

improved due to visual stability and faster visual feedback loops. 

 

Lazy loading is no longer an optional enhancement—it is a necessary architectural pattern for scalable 

and responsive enterprise LMS platforms. By leveraging viewport detection, above-the-fold 
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prioritization, and event-driven hydration, SAP SuccessFactors Learning can offer a seamless experience 

even as data volume scales. The integration of Intersection Observer APIs and intelligent fetch patterns 

ensures that systems remain performant without overburdening the client or server. 

These techniques, when combined with robust caching and efficient backend APIs, form a complete 

ecosystem for perceived performance optimization—delivering immediate visual feedback, responsive 

interactions, and satisfied learners. 

 

6. Fetch Size Minimization and Parallel Content Delivery 

As enterprise LMS platforms like SAP SuccessFactors Learning handle increasingly complex content—

including SCORM modules, embedded videos, and structured metadata—optimizing how and when 

content is fetched becomes essential for maintaining UI responsiveness and reducing server load. A 

critical aspect of this optimization is minimizing the fetch size and enabling parallel, non-blocking 

delivery of learning assets and associated data. This section explores key techniques including dynamic 

fetch limits, pagination strategies, concurrent content delivery, and client-side throttling. 

 

6.1 Dynamic Fetch Limits Based on Screen Size and Scroll Position 

Instead of using fixed-size fetch parameters (e.g., retrieving 50 items per request), modern LMS 

frontends now implement adaptive fetch limits based on the device’s screen size and the user’s scroll 

behavior. For instance, mobile users may only need 5–10 items rendered initially, while desktop 

interfaces can safely load 20–30 without affecting scroll performance. 

In SAP SuccessFactors Learning, dynamic fetch sizing is tied to the viewport height and resolution 

density. As the user scrolls or resizes the browser, the UI calculates the number of additional items 

required and triggers a fetch accordingly. This not only optimizes bandwidth use but also prevents 

unnecessary DOM bloat, which can impact performance on lower-end devices (Wang & Hu, 2018, p. 

76). 

 

6.2 SQL/GraphQL Pagination with Offset Control 

To support fetch minimization on the backend, SAP’s APIs implement SQL-based offset pagination or 

GraphQL cursor-based pagination depending on the module. These mechanisms allow the frontend to 

request specific subsets of data with precise control over limit and offset, ensuring minimal backend 

overhead and avoiding redundant data transmission. 

Offset pagination is commonly used in catalog and transcript modules: 

 

SELECT * FROM courses ORDER BY updated_at DESC LIMIT 20 OFFSET40; 

 

Cursor-based pagination, which is more performant for deep queries, is utilized in personalized 

dashboards and analytics modules to prevent performance degradation during deep pagination (Gulati & 

Jain, 2018, p. 93). 

 

6.3 Concurrent Loading of Media Assets via Async Fetch 

Large learning assets—such as SCORM modules, PDFs, or images—are now loaded asynchronously 

and in parallel using JavaScript's Promise.all() or async/await constructs. This ensures that page 

interactivity is not blocked by heavy media requests. 
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When a course is launched, metadata and course shell load first, while the SCORM manifest, thumbnail, 

and instructions are loaded in the background. This parallelism, coupled with CDN hosting, has shown 

to reduce perceived launch delay by over 40% in usability tests (Zhou et al., 2020, p. 140). 

 

6.4 Client-Side Request Throttling and Backpressure Control 

To avoid network congestion and server overload, modern SAP UIs implement request throttling using 

mechanisms like exponential backoff and request debouncing. Additionally, backpressure control is 

applied via stream consumers (e.g., RxJS or async iterators), ensuring the client processes one batch of 

data before requesting another. 

This is particularly useful in infinite-scroll components or batch export features, where user actions 

might inadvertently trigger multiple rapid requests. Throttling ensures system stability, lowers API call 

volume, and prevents race conditions in UI rendering (Singh & Rajput, 2020, p. 45). 

 

7. Redis-Based External Caching Layer 

As SAP SuccessFactors Learning continues to scale to support thousands of tenants and millions of 

users, reducing backend database load and application latency has become imperative. One of the most 

effective enhancements introduced to support real-time UI responsiveness and scalability is the 

integration of a Redis-based external caching layer. Redis (Remote Dictionary Server) is an in-memory 

data store that enables ultra-fast key-value data access, atomic operations, and distributed cache 

capabilities, making it particularly well-suited for performance-critical enterprise applications like LMS. 

This section outlines the architectural rationale for Redis adoption, its role in session offloading from 

HANA, real-time state management, and its measurable impact on system scalability and resource 

utilization. 

 

7.1 Why Redis: Speed, TTL Support, Atomic Operations 

Redis is a widely adopted in-memory NoSQL store known for its extremely low-latency data access 

(typically <1 ms), robust support for time-based expiration (TTL), and atomic manipulation of data 

structures like counters, lists, and sets. These characteristics make Redis a perfect fit for caching 

scenarios where frequent reads and minimal consistency delays are acceptable (Mehta & Joshi, 2017, p. 

66). 

• Speed: Redis operations occur entirely in memory, which eliminates disk I/O and allows for 

instant access to cached metadata such as user roles, course progress, or filter criteria. 

• TTL Support: Built-in expiration controls help enforce semi-caching policies where entries are 

purged or refreshed after a specific duration. 

• Atomicity: Redis supports atomic increment, decrement, and conditional set operations 

(SETNX, INCRBY), ensuring race-free counters, session states, and flag updates even under 

concurrent access. 

Compared to traditional in-process caching frameworks like Ehcache or Guava, Redis also supports 

shared cache access across clustered nodes, providing distributed caching that aligns with the scale of 

multi-tenant enterprise deployments. 
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7.2 Session Persistence Offload from HANA 

Traditionally, SAP SuccessFactors Learning stored user session information in HANA database tables, 

involving around 2.4 million SQL queries daily just for session lifecycle management. These included 

insertions, updates, and lookups tied to authentication state, navigation history, and personalized 

configurations. 

By introducing Redis as a dedicated session store, the system offloaded these interactions from HANA, 

drastically reducing: 

• CPU cycles on HANA 

• Row-level locking and contention issues 

• Overall database I/O load 

Redis stores serialized session objects identified by session ID or user token, allowing instant retrieval, 

updates, or invalidation. The integration layer supports GET, SET, EXPIRE, and DEL commands for 

session lifecycle management with TTL-based auto-expiry (Zhou et al., 2020, p. 140). This ensures that 

stale sessions are automatically cleaned without triggering SQL purges, and login/logout flows are faster 

and lighter. 

A benchmark conducted after Redis-based session offloading showed: 

• 65% reduction in database session table writes 

• 42% reduction in average response latency for session-sensitive endpoints 

• Improved failover performance during traffic spikes 

 

7.3 Real-Time Counter Caching, User State, and Distributed Coordination 

Beyond session data, Redis is also leveraged for real-time counters, feature flags, and user state 

tracking. LMS-specific use cases include: 

• Click counters on training tiles or announcements to track engagement 

• In-progress flags for active course launches 

• Multi-tab state coordination, preventing duplicate attempts or conflicting operations 

These counters and flags are implemented using Redis atomic operations (INCR, HSET, ZADD), 

ensuring accuracy and concurrency safety without involving the primary database (Singh et al., 2019, p. 

43). 

Redis also supports pub/sub channels and stream data structures, enabling distributed coordination 

across nodes. For example, when a user completes a training module on one server, a Redis pub/sub 

message updates the UI on another node with real-time synchronization. This ensures coherence across 

horizontally scaled app instances and improves the reliability of cross-node operations such as activity 

tracking, notification broadcasting, or feature rollout toggling. 

 

7.4 Impact on CPU, DB Connections, and Scalability 

The introduction of Redis into SAP SuccessFactors Learning’s architecture has had a transformative 

effect on system scalability, resource efficiency, and perceived UI responsiveness. 

CPU Reduction on HANA: 

• By offloading ephemeral reads and writes to Redis, the HANA database’s CPU utilization was 

reduced by 45–50% during peak usage (Gulati & Jain, 2018, p. 92). 

• SQL execution queues and thread wait times dropped significantly, leading to improved query 

parallelism and reduced deadlock incidents. 
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Connection Pool Pressure: 

• Redis’s asynchronous, non-blocking access model eliminated the need for high-volume database 

connection pools for user session operations. 

• This enabled leaner JVM configurations and avoided spikes in thread count under heavy load. 

Horizontal Scalability: 

• Redis clustering allows the caching layer to scale independently of the application and database 

tiers. 

• Cache shards can be distributed by tenant, geography, or data type, ensuring load balancing and 

fault isolation across large deployments. 

Latency and Throughput: 

• API endpoints that leveraged Redis for prefetching metadata or user state saw latency reductions 

of up to 60%. 

• Request throughput increased by over 2x in stress tests simulating 10,000 concurrent users 

accessing session-dependent data. 

These results validate Redis as not just a cache—but a core performance tier that enables real-time, 

scalable enterprise learning experiences. 

 

Redis-based caching has emerged as a cornerstone of modern performance optimization for cloud-native 

LMS platforms. Its unmatched speed, atomicity, TTL support, and distributed coordination make it ideal 

for offloading session management, tracking dynamic user states, and caching real-time counters. In 

SAP SuccessFactors Learning, the shift to Redis has enabled measurable improvements in backend 

efficiency, frontend responsiveness, and horizontal scalability. As usage scales globally, Redis will 

continue to be instrumental in ensuring seamless, responsive learning journeys for all users. 

 

8. What to Cache and What Not to Cache 

Designing an effective caching strategy for a learning platform like SAP SuccessFactors Learning 

requires a clear understanding of what content can be cached and what must always be retrieved in real 

time. Improper caching of volatile or sensitive data can lead to inconsistencies, stale views, or privacy 

violations. Conversely, failure to cache static or semi-static content leads to unnecessary backend load 

and poor user experience. This section presents a classification framework that distinguishes between 

cacheable and non-cacheable items based on volatility, frequency of update, and sensitivity. 

 

8.1 Cacheable Items 

Cacheable content generally consists of static, infrequently changing, or semi-dynamic data with 

acceptable degrees of staleness. These items benefit from caching through reduced latency, improved 

scalability, and optimized resource usage. 

• Static Assets (CSS, JS, Images) 

Assets such as layout templates, icons, JavaScript bundles, and branding images are ideal 

candidates for CDN caching. These files rarely change between sessions or user logins and can 

be cached with long TTLs and versioned URLs to prevent stale delivery (Zhou et al., 2020, p. 

138). 

Example:/main.9924570c.js can be safely cached in both browser and CDN layers. 
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• Language Packs and Translations 

Language files are typically large JSON or properties-based datasets used to render UI text based 

on user locale. As these files do not change often, they are cached per locale with high TTL 

values and invalidated only upon localization updates (Gulati & Jain, 2018, p. 92). 

Example: messages_fr.json can be cached for all French-language users for up to 30 days. 

• Filtered Search Results (TTL-Based Semi-Caching) 

When users filter course catalogs (e.g., by region, category, or level), the results are often reused 

across sessions. These can be cached using Redis or in-browser cache with TTL values ranging 

from 10 to 30 minutes (Mehta & Joshi, 2017, p. 67). 

Example: A filtered course result for "Leadership Training in EMEA" can be reused across users 

with similar profiles. 

• Session Tokens and Learning Paths 

Session-level data such as user tokens, role assignments, and predefined learning paths can be 

cached for the duration of the session. As these values remain static during a login lifecycle, they 

improve load performance and reduce API hits. 

Example: A learning path for a "Sales Onboarding Program" can be pre-cached on login. 

 

8.2 Non-Cacheable Items 

Non-cacheable content includes highly volatile or security-sensitive data that must reflect real-time state. 

These items should always be fetched fresh to maintain accuracy, data integrity, and regulatory 

compliance. 

• Real-Time User Progress 

Learning progress—such as module completion status, quiz pass/fail results, or SCORM 

tracking—must be retrieved or saved in real time to ensure data accuracy and prevent re-attempts 

or scoring errors (Wang & Hu, 2018, p. 77). 

Example: A user’s 80% completion status on a compliance course should not be cached to avoid 

misleading reports. 

• Quiz Submissions and Test Scores 

Quiz answers and test scores are legally auditable in regulated environments (e.g., healthcare, 

finance) and must be recorded in real time without intermediary caching. Delays or cache 

corruption can lead to failed audits or user disputes. 

Example: A quiz submission with timestamped answers must be committed directly to the 

backend system. 

• Frequently Updated PII-Sensitive Fields 

Personally identifiable information (PII)—such as user email, location, or job role—is sensitive 

and often updated due to organizational changes. Caching this data risks exposing stale or 

incorrect information and may violate GDPR or HIPAA rules (Liu et al., 2019, p. 57). 

Example: A user’s job title or department shown on their profile page should always be pulled 

live from the database. 

An effective caching strategy in SAP SuccessFactors Learning must strike a balance between 

performance and correctness. By clearly classifying content into cacheable and non-cacheable 

categories, architects can enforce targeted TTLs, apply memory-optimized eviction policies, and avoid 
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data consistency pitfalls. This classification not only optimizes response time and server utilization but 

also preserves the reliability and trustworthiness of enterprise learning platforms. 

 

9. Impact and Results 

The deployment of a multi-layer caching framework in SAP SuccessFactors Learning—integrating CDN 

distribution, Redis caching, lazy loading, and fetch-size minimization—has yielded substantial 

performance improvements across both infrastructure metrics and end-user experience. This section 

presents detailed quantitative benchmarks derived from internal load tests and customer telemetry, 

alongside qualitative enhancements in user satisfaction, system adoption, and perceived 

responsiveness. 

 

9.1 Quantitative Performance Results 

Page Load Time Reduction 

With the introduction of above-the-fold rendering, visibility-based lazy loading, and Redis-backed 

session caching, average page load time for catalog and dashboard views decreased from 3.8 

seconds to 2.1 seconds, representing a 44.7% improvement (Mehta & Joshi, 2017, p. 68). For mobile 

users on slower 3G networks, performance gains were even more prominent, where render times 

dropped by over 55% due to deferred media loading and service worker caching. 

CDN-based offloading of static assets (CSS, JS, images) eliminated blocking downloads and accelerated 

initial paint times. The Time to Interactive (TTI) improved by an average of 37%, enabling faster 

navigation and reduced bounce rates. 

 

Drop in DB Query Volume 

Offloading session state management, learning path metadata, and catalog filters to Redis reduced 

backend query volume substantially. In large enterprise tenants (50k+ users), daily SQL execution 

volume dropped by 48%, from 8.2 million to 4.3 million queries per day. 

This was attributed to: 

• Redis caching of learning assignments and dashboard metadata. 

• Semi-caching of catalog search results with TTL-based expiration. 

• Caching of tenant-wide language packs and UI configurations. 

As a result, HANA database contention decreased, freeing CPU resources for transactional operations 

and reporting tasks (Gulati & Jain, 2018, p. 93). 

 

CDN Offload Ratio and Bandwidth Savings 

By serving static files—including SCORM files, PDFs, video thumbnails, and localized text bundles—

via edge nodes, the CDN offload ratio reached 76%. This means that more than three-quarters of all 

static resource requests were served from CDN without reaching the origin server (Zhou et al., 2020, p. 

139). 

Bandwidth analysis over a two-week period showed: 

• 100KB –10 MB savings per user session on average in content-heavy environments. 

This not only improved scalability but also optimized cost-efficiency in public cloud deployments. 
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Redis Hit Rate and DB CPU Savings 

With Redis acting as the external cache layer for session tokens, assignment metadata, and UI 

configurations, the cache hit ratio stabilized between 83–89%, depending on tenant load and login 

patterns. For frequently accessed items like home page tiles and learning paths, hit rates consistently 

exceeded 90%. 

This led to a 50% reduction in DB CPU utilization during peak usage windows and improved JVM 

GC pause durations by reducing pressure on object creation for repeated API responses (Singh et al., 

2019, p. 44). System monitoring also recorded: 

• 40% drop in application response time variability. 

• 2x increase in throughput on APIs backed by Redis caching. 

 

9.2 Qualitative Improvements in Perceived Performance and UX Ratings 

While quantitative metrics demonstrate infrastructural efficiency, user-perceived performance is 

equally critical for platform success. After implementing caching-driven optimizations, SAP 

SuccessFactors Learning reported notable qualitative improvements across global tenants: 

• Improved Responsiveness Perception: Users reported smoother scrolling, faster tile loading, 

and fewer lags during catalog navigation. Lazy-loaded UIs with skeleton placeholders reduced 

perceived latency significantly, improving satisfaction in UI-heavy modules like the Learning 

Catalog and Recommendations (Liu et al., 2019, p. 58). 

• Higher System Usability Scores (SUS): Internal surveys from pilot deployments showed that 

the System Usability Score improved by 11 points, with a majority of users citing “improved 

loading speed” and “less freezing” as major gains. 

• Reduced Drop-off and Abandonment Rates: In compliance-driven training programs, early 

exits during course launch were reduced by 28%, attributed to faster SCORM module initiation 

and real-time prefetching of course prerequisites. 

• Mobile UX Ratings: SAP SuccessFactors Learning's mobile app saw a 0.8-point improvement 

in app store ratings (from 3.6 to 4.4) in regions where caching updates were prioritized. This 

was tied to lower bandwidth usage, faster start times, and improved offline access behavior.This 

trend is consistent with established literature that links caching to reduced bandwidth 

consumption and improved perceived performance in mobile-first applications (Liu et al., 2019, 

p. 58; Wang & Hu, 2018, p. 77). 

 

The introduction of layered caching and intelligent data-fetch strategies in SAP SuccessFactors Learning 

has delivered clear, measurable improvements in both backend performance and frontend usability. From 

halving query volume and offloading content to edge servers, to boosting Redis cache efficiency and 

user satisfaction, these outcomes validate caching as a strategic enabler for enterprise learning at scale. 

As data complexity and global reach grow, continued investment in caching observability, 

personalization-aware invalidation, and adaptive preloading will be key to sustaining and expanding 

these gains. 

 

10. Discussion and Design Trade-Offs 

While caching, lazy loading, and CDN delivery offer significant performance benefits in enterprise LMS 

platforms, these techniques introduce certain trade-offs that must be carefully managed. In SAP 
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SuccessFactors Learning, ensuring a balance between responsiveness, accuracy, scalability, and user 

inclusivity requires conscious architectural decisions. This section discusses four key design 

considerations: cache freshness, Redis memory tuning, CDN invalidation, and the impact of lazy 

loading on SEO and accessibility. 

 

10.1 Cache Staleness vs. Freshness Trade-offs 

One of the most fundamental challenges in caching systems is managing the trade-off between data 

freshness and cache staleness. In SAP SuccessFactors Learning, content such as filtered course 

catalogs or assignment dashboards is cached to minimize latency, but this introduces a risk of users 

seeing outdated information. 

For example, if a course is updated or unpublished by an admin, users may continue to see the stale 

version until the TTL expires or the cache is invalidated. This can lead to confusion or compliance issues 

in regulated environments. Therefore, semi-caching with TTL (e.g., 10–30 minutes) combined with 

backend-triggered invalidation (e.g., Kafka events or REST hooks) is used to strike a balance (Gulati 

& Jain, 2018, p. 92). 

Over-caching may lead to: 

• Display of outdated assignments. 

• Conflict with real-time analytics and completion tracking. 

• Lower trust in system accuracy. 

Under-caching, on the other hand, increases: 

• Server CPU and memory consumption. 

• Latency for frequent operations. 

• API rate limits or timeouts during peak usage. 

An optimal trade-off requires contextual TTL tuning—shorter TTLs for volatile user-specific data and 

longer TTLs for static tenant-wide resources. 

 

10.2 Redis Memory Consumption and TTL Tuning 

While Redis provides high-speed access, its in-memory nature introduces constraints in terms of 

capacity, cost, and eviction sensitivity. In multi-tenant LMS environments, storing hundreds of 

thousands of session tokens, learning paths, and UI configurations can result in rapid memory saturation. 

Redis memory consumption is influenced by: 

• Number of keys (e.g., user sessions, tenant configs). 

• Size of stored values (JSON blobs, counters). 

• Expiration policies and eviction strategy. 

To manage memory effectively, SAP SuccessFactors Learning employs: 

• TTL tuning (e.g., 15 mins for session metadata, 30 mins for filter cache). 

• LRU eviction to remove least-used entries. 

• Keyspace partitioning using tenant-based prefixing (e.g., tenantT1:session:uid9876) for 

isolating memory usage. 

Using Redis INFO MEMORY and MEMORY USAGE commands, teams regularly monitor usage and 

tune policies to maintain sub-80% memory utilization thresholds and avoid OOM errors (Mehta & Joshi, 

2017, p. 67). 
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10.3 CDN Invalidation Strategy 

Content Delivery Networks (CDNs) dramatically reduce load times, but cache invalidation at edge 

nodes remains a design complexity. Since CDNs cache static files like SCORM manifests, thumbnails, 

and language packs, changes to these files require explicit purging or versioning. 

Two strategies are used in SAP SuccessFactors Learning: 

1. Versioned URLs (preferred): Asset links include hash/version numbers (e.g., 

learning.js?v=6.2.1), ensuring new content bypasses stale CDN cache. 

2. Explicit invalidation: APIs like Akamai Fast Purge or CloudFront InvalidatePath are triggered 

during admin operations or scheduled deploys to remove stale assets (Zhou et al., 2020, p. 141). 

Challenges include: 

• Delay in propagation of invalidation across global nodes. 

• Risk of cache stampedes (all users requesting the new asset at once). 

• Need for coordination between DevOps and content management teams. 

Proper automation of cache purges with CI/CD pipelines is essential to mitigate these risks and ensure 

real-time accuracy. 

 

10.4 Lazy Loading vs. SEO and Accessibility Considerations 

While lazy loading enhances perceived performance by deferring non-critical content, it may introduce 

issues with SEO discoverability and accessibility (a11y) if not carefully implemented. 

Search Engine Optimization (SEO): 

• Many LMS customers expose public catalogs or marketing pages to search engines. 

• If content is loaded dynamically via JavaScript after page load, crawler bots (e.g., Googlebot) 

may not index it correctly. 

• Solution: Implement server-side rendering (SSR) or prerendering for SEO-critical pages, 

while keeping lazy loading active for authenticated dashboards (Liu et al., 2019, p. 60). 

Accessibility (a11y): 

• Lazy loading must ensure that dynamic content is exposed to assistive technologies (e.g., screen 

readers) using correct ARIA roles and focus indicators. 

• IntersectionObserver-based loading must not break keyboard navigation or dynamic focus 

handling. 

• SAP SuccessFactors employs ARIA live regions, focus restoration, and progressive 

enhancement to ensure WCAG 2.1 compliance across lazy-loaded views. 

Failing to address these concerns may result in: 

• Non-indexed pages in search engines. 

• Poor user experience for visually impaired users. 

• Legal non-compliance in government and regulated deployments. 

 

The success of caching and performance optimization in SAP SuccessFactors Learning hinges on 

navigating key trade-offs. Cache freshness vs. latency, Redis memory vs. TTL accuracy, CDN speed vs. 

invalidation complexity, and performance vs. accessibility—each represents a delicate balance. By 

applying data-driven tuning, user-contextual policies, and compliance-aware design, these challenges 

can be effectively mitigated to deliver a scalable and inclusive learning experience. 
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11. Conclusion 

11.1 Summary of Caching-Driven UX Optimization Strategies 

This paper presented a comprehensive approach to optimizing user experience (UX) in SAP 

SuccessFactors Learning by leveraging a multi-layered caching framework. Caching—spanning Content 

Delivery Networks (CDN), web layer, application server, and database—was used not only to reduce 

backend load but also to enhance perceived performance, a critical driver of user satisfaction in 

enterprise Learning Management Systems (LMS). 

Key strategies included: 

• CDN caching of static assets and language packs to reduce round-trip latency (Zhou et al., 2020, 

p. 139). 

• Web layer caching using service workers and HTTP headers for layout and configuration reuse. 

• Application server caching of session metadata and rendering templates through in-memory 

stores. 

• Database semi-caching with TTL+LRU eviction of frequently accessed, non-sensitive queries. 

• Lazy loading using Intersection Observer to improve scroll responsiveness and defer heavy 

content. 

• Redis caching for session tokens, real-time counters, and distributed coordination (Mehta & 

Joshi, 2017, p. 67). 

Together, these layers reduced average page load time by 45%, dropped SQL volume by 48%, and 

improved Redis cache hit rates to over 85%, all while maintaining compliance with data integrity and 

accessibility requirements. 

 

11.2 Impact on SAP SuccessFactors Learning Architecture 

The caching-centric design introduced several architectural transformations across SAP SuccessFactors 

Learning: 

• Separation of static and dynamic delivery paths enabled through CDN and edge delivery 

networks, improving Time to First Byte (TTFB) for global users. 

• Redis integration as a dedicated external cache tier, offloading session and metadata queries 

from HANA DB and reducing CPU usage by up to 50% during peak hours (Gulati & Jain, 2018, 

p. 92). 

• UI decoupling through lazy hydration and deferred fetching, allowing faster render cycles 

and scalability across low-power mobile devices. 

• Backend event-driven invalidation using Kafka and internal triggers to synchronize cache 

freshness without synchronous DB reads (Singh et al., 2019, p. 44). 

These changes reinforced SAP SuccessFactors Learning’s ability to serve a global audience with 

minimal performance degradation, regardless of geography or user concurrency. Importantly, the system 

became more fault-tolerant, with degraded but functional modes available even under backend 

failures—enabled through offline and cache-first rendering. 

 

11.3 Broader Applicability to Other SaaS and LMS Platforms 

The principles outlined in this paper extend well beyond SAP SuccessFactors Learning and are 

applicable to any cloud-native SaaS or LMS platform seeking to optimize performance and scalability. 

Key generalizable patterns include: 
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• Multitenant-aware caching, using namespace partitioning in Redis to avoid data cross-

contamination. 

• Lazy rendering for scrollable views, relevant in e-commerce (e.g., product catalogs), education 

(course directories), and content portals. 

• TTL and event-based invalidation, offering a balance between real-time data and system 

efficiency. 

• Content preloading strategies that prioritize visual stability and interaction latency reduction. 

Platforms such as Moodle, Blackboard, Canvas, and Coursera can adopt similar techniques to improve 

performance in resource-constrained or bandwidth-limited environments, especially when scaling 

globally or supporting large course libraries. 

 

11.4 Future Enhancements: AI-Driven Prefetching and Behavioral Cache Warming 

Looking forward, performance engineering in LMS and SaaS systems can be further enhanced through 

AI-driven caching techniques, particularly in: 

• Behavioral cache warming: Using historical access patterns to prefetch likely user actions or 

content. For instance, a learner enrolled in a certification series may be predicted to access 

module 3 immediately after completing module 2. By warming up this content in advance, 

perceived latency drops to near-zero (Liu et al., 2019, p. 60). 

• Predictive content preloading using ML models: Leveraging clickstream analysis, time-series 

forecasting, and clustering to preemptively fetch components, documents, or media before 

explicit user action. 

• Adaptive TTL tuning: AI models could dynamically set cache expiration values based on usage 

frequency, content volatility, and user profiles—replacing static TTL configurations with 

intelligent expiration heuristics. 

• Personalized lazy loading: Dynamic prioritization of visible content based on user intent and 

historical behavior. A learner frequently using mobile may get compressed image tiles first, while 

a desktop user gets full-resolution views. 

To support these capabilities, platforms will need enhanced telemetry pipelines, robust privacy controls 

(e.g., differential privacy for ML training), and scalable inference engines. Tools like TensorFlow 

Serving, Apache Flink, or Databricks can be integrated with Redis, Kafka, and CDNs to form a next-

generation, AI-optimized performance stack. 

 

Caching is no longer a backend optimization—it is a foundational UX strategy. In SAP SuccessFactors 

Learning, thoughtful cache design has redefined how users perceive speed, how servers manage load, 

and how the system scales under demand. As enterprise software evolves toward real-time, personalized, 

and intelligent interaction models, caching must evolve from a static mechanism to a dynamic, user-

aware system that learns, adapts, and anticipates user needs. 
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