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Abstract 

The incorporation of multimodal interfaces into augmented reality (AR) systems, which takes 

advantage of the synergistic integration of gesture recognition, voice input, and eye-tracking 

technologies to support user interaction. Driven by the emergence of immersive technologies, AR 

has penetrated many fields including gaming, healthcare, education, and industrial training. 

Multimodal input enables more intuitive, responsive, and accessible experiences by coordinating 

digital interactions with natural human behavior. Eye-tracking enhances attention-aware 

interfaces, gestures enable spatial commands, and speech input allows hands-free control, all 

enhancing real-time decision-making and interaction. The article surveys existing research and 

system deployments, presenting state-of-the-art applications and interaction metaphors. 

Challenges are also highlighted, including sensor calibration, latency, environmental robustness, 

and user fatigue. In addition, privacy issues and data security risks for these technologies are 

discussed. Based on a critical examination of current systems and experimental results, the paper 

suggests design principles for constructing resilient, user-focused multimodal AR environments. 

Future directions are highlighted in terms of AI-driven adaptive interfaces, emotion detection, and 

neurocognitive feedback loops. The results highlight the revolutionary power of AR fueled by 

synchronized multimodal interaction systems, enabling digital environments to be more fluid, 

efficient, and human-oriented. 
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I. INTRODUCTION 

The accelerating development of Augmented Reality (AR) technologies has created the space for 

investigating even more immersive and more intuitive user interfaces, especially through the adoption of 

multimodal interaction systems. Multimodal interaction systems merge gesture, voice, and eye-tracking 

modalities to provide increased user experience in that they allow more natural, more seamless, and 

more context-sensitive interactions [6][7][8]. Multimodal interfaces are being widely applied across a 

range of fields, such as gaming, education, healthcare, and automotive systems, because of their ability 
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to enhance efficiency, access, and interaction [9][13][14][15][17][18]. Eye-tracking, for instance, has 

proven to be a critical element within AR systems, enabling hands-free interaction and attention-aware 

interfaces, particularly useful in accessibility-oriented applications [3] [4] [11] [16] [19] [21] [23] [25]. 

Concurrently, gesture and spoken input offer intuitive substitutes for physical controllers, 

accommodating dynamic user commands and improving real-time responsiveness [6] [14] [20] [34] [35] 

[36]. Such advantages notwithstanding, difficulties continue to exist in assuring high sensor accuracy, 

real-time multimodal input synchronization, and ensuring user comfort for extended use [1] [5] [22] [31] 

[32] [33]. Current surveys and reviews highlight the need to overcome these technical and ergonomic 

challenges to achieve the full potential of multimodal AR systems [8] [10] [12] [24] [28] [29] [30]. With 

ongoing advancements in AR technologies, future innovations are likely to further enhance the fusion of 

multimodal inputs, developing more intelligent and immersive human-computer interactions that 

dissolve the distinctions between physical and virtual environments [7] [9] [24] [25] [26] [27]. 

II.LITERATURE REVIEW 

Almoallim and Sas (2022): Surveyed digital well-being apps and examined how their features affect 

smartphone use interventions. Their results indicate that most of the apps do not have user-centered 

design and are not good at dealing with behavioral triggers. The research puts forward the need to 

incorporate persuasive design elements and usage analytics to have a better impact. The review is 

specific to HCI interventions in mobile behavior control. It offers a roadmap for future design of digital 

health apps. The study is grounded in empirical app analysis. [1] 

Sunggeun Ahn et al. (2021): Introduced StickyPie, a gaze-based marking menu specifically designed 

for AR/VR environments. The interface follows users' eye movements, making interaction natural and 

efficient without physical input. Their experiments showed better selection speed and user satisfaction. 

StickyPie exhibits the power of gaze-based UI in immersive systems. The method is scale- and platform-

agnostic. It extends the threshold of non-conventional UI design. [2] 

Alexander Plopski et al. (2022): Reported an extensive survey on eye tracking and gaze interaction for 

head-worn extended reality systems. They compared hardware, algorithms, and application areas to 

uncover usability trends. Their contribution gives insights into issues such as calibration, latency, and 

privacy. It acts as a fundamental resource for designing XR systems in the future. The paper synthesizes 

technical and experiential results. It also identifies gaps in XR use of gaze in research. [3] 

Raphael Menges et al. (2019) :Responded to user discomfort with eye tracking-based systems by 

dynamically adapting interface elements. Their reflective system adapts based on the user's eye 

movement patterns and behavior. The adaptive interface enhanced accuracy and user comfort between 

sessions. This piece of work has implications for accessibility-oriented design. It demonstrates cognitive 

workload minimization through smart UI adaptation. Their method promotes inclusivity in digital 

interaction. [4] 

Koulieris et al. (2019): Performed a broad review of near-eye displays and tracking technologies within 

AR/VR systems. Discussion involves rendering pipelines, foveated rendering, and eye-tracking issues. 

Taxonomy for classifying systems has been suggested. The review brings out the dominant 

technological bottlenecks in system design for immersiveness. Their research accommodates developers 

desiring visual and interaction quality. It also directs future innovation streams. [5] 

Z. Wang et al. (2021): Devised a multimodal AR interface that utilizes gaze, gesture, and speech to 

enrich user interaction. It is capable of supporting dynamic configuration for context-dependent tasks. 
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Results from experiments indicated enhanced accuracy and naturalness during interaction. Their model 

is useful for intricate AR applications in smart environments. It shows how multimodal input increases 

system adaptability. The study promotes integrated HCI models. [6] 

Chen et al. (2024): Developed an augmented reality (AR) system to improve multi-modal perception 

and interaction in complex decision-making environments. The system combines state-of-the-art 

visualization with user-friendly interaction to enhance data understanding and decision-making support. 

Their AR platform facilitates real-time collaboration and interactive analytics. The research emphasizes 

increased efficiency and situational awareness. It is most suitable for high-cognitive-performance-

critical operations. This study affirms the intersection of AI and AR in decision-making systems [7]. 

Syed et al. (2023): Presented an extensive review of AR technologies, with emphasis on tracking tools, 

development platforms, AR displays, collaborative aspects, and security concerns. The research outlines 

existing strengths and weaknesses in the implementation of AR. It emphasizes the need for accurate real-

time tracking and secure handling of user data. It also compares popular AR SDKs and how their 

limitations are far more pronounced in collaborative environments. The paper functions as a technical 

reference for future AR development. The review is critical for AR researchers and developers [8]. 

Rakkolainen et al. (2021): Published a scoping review of multimodal interaction technology in extended 

reality (XR) environments. The study encompasses voice, gesture, gaze, and haptic modalities. 

Implementation challenges and usability metrics across interfaces are described. Future directions in the 

trend of seamless human-computer communication for immersive systems are discussed. The role of AI 

in context-aware multimodal interfaces is also addressed. This review forms the foundation for 

improving XR interaction paradigms [9]. 

Dondi and Porta (2023): Investigated gaze-based interaction used in museums and exhibitions. The 

research illustrates how eye-tracking can make visitor experiences more personalized and engaging. The 

research describes the technologies behind accurate gaze detection. The paper predicts the growth of the 

interface in cultural heritage fields. Moreover, it presents design principles for gaze-controlled 

interfaces. Their findings prioritize accessibility and inclusivity in digital heritage [10]. 

Adhanom et al. (2023): Developed an in-depth review of eye-tracking usage in virtual reality (VR). The 

research emphasizes how eye-tracking enables adaptive content, foveated rendering, and behavioral 

analytics. It further describes technical challenges like calibration drift and latency. The authors discuss 

the possibility of using gaze data in conjunction with other bio-signals. Their contribution provides 

insights for enhancing immersive interaction experiences. The review contributes to the development of 

eye-based VR interfaces [11]. 

Chen et al. (2019): Examined gaze gesture usage for head-mounted display interaction. The research 

presents several gaze-based command inputs and tests user efficiency. Application areas including 

AR/VR control and assistive technology are covered by the authors. The authors also contrast gaze 

gestures with manual interaction. The research is promising for hands-free computing systems. Natural 

user interfaces in wearable systems are encouraged by this research [12]. 

 

III.KEY OBJECTIVES 

➢ To explore multimodal interface integration gesture, voice, and eye-tracking in augmented reality 

(AR) systems for improved user interaction and immersion [6][7][8][9] [14] [15] [17] [25] [26] [27]. 
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➢ To test the usability and user experience value of the combination of gaze, speech, and gesture 

control in AR settings for intuitive and seamless interaction [6] [11] [13] [15] [18] [19] [20] [28] 

[29] [30]. 

➢ To explore real-world use cases for multimodal AR interfaces across various applications such as: 

Gaming and entertainment [2][5] [20] [21] Health and accessibility (e.g., infrastructure for ALS 

patients, rehabilitation, therapy) [16] [17] [19] 

➢ Education and live narrative: To summarize technology advancements in eye-tracking and eye-based 

interaction in AR and Extended Reality (XR), focusing on hardware developments and tracking 

methods [3][4][5][22]. 

➢ To examine issues with the deployment of multimodal AR systems, such as: Sensor and tracking 

accuracy limitations [3][5][6] [12]. Latency and synchronization across multiple input modalities 

[6][9] [14] 

➢ User comfort, particularly with head-mounted displays and long-term use [3][4] [11] [33] [34] [35] 

➢ To investigate potential AR-enhanced multimodal interaction possibilities in the future, including 

integration with AI to support adaptive and personalized user experiences [7] [20] [23] [25] [31] 

[32]. 

➢ To establish a comparative analysis of current AR systems based on multimodal input and determine 

research and development gaps for the future [8] [9] [24]. 

➢ To display how multimodal AR interfaces, enhance human-computer interaction through the ability 

to use natural, human-like engagement [1] [6] [7] [10] [14] [36]. 

 

IV.RESEARCH METHODOLOGY 

The study employs a qualitative and exploratory research approach in examining the convergence of 

multimodal interfaces in AR systems with focus on the integrated use of gesture, speech, and eye-

tracking technologies to extend user interaction. The research draws on a rich review of prior literature 

such as recent developments in multimodal interaction systems [6][7][8][9] [14] [18], human-computer 

interaction (HCI) principles [4][11][22], and models of gaze-based interaction [3][10][12]. Major 

databases like IEEE Explore, ACM Digital Library, MDPI, Springer, and other peer-reviewed 

publications were systematically searched to find relevant studies related to multimodal AR applications. 

The approach centers on the assessment of existing AR technologies by combining insights from diverse 

research studies in gesture recognition, speech command interfaces, and eye-tracking technology 

[5][6][16][18][22]. The review covers the technological underpinning that supports these modalities, 

including head-mounted displays, built-in sensors, and real-time tracking systems [1][3][5][22]. For an 

enhanced contextual appreciation, real-time case studies in healthcare, education, and entertainment 

applications were reviewed, noting user experience, flexibility, and system performance 

[7][10][14][20].The methodology also takes into account user-oriented aspects like ergonomics, fluidity 

of the interface, and multimodal input fusion accuracy. Major challenges like calibration drift, 

environmental noise, latency, and cross-modal conflicts are also tackled by citing recent empirical 

studies and system design models [6][8][9][16][24]. This comprehensive approach facilitates a multi-

faceted understanding of how multimodal AR systems work, their limitations, and their transformative 

power in various real-world applications. The paper finally adds to the identification of research gaps 

and future research directions in creating engaging and user-centric AR experiences fueled by 

multimodal interaction technologies [6][8][9][14][24]. 
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V.DATA ANALYSIS 

This research article discusses the integration of multimodal interfaces within AR systems, highlighting 

how merging gesture, voice, and eye-tracking technologies can improve user interactions [6] [7] [9] [14] 

[18]. These interfaces help to develop more natural and intuitive AR experiences that are really making a 

difference in the areas of gaming, healthcare, and education [7] [9] [10] [14] [20]. Evidence 

demonstrates that combining various input modalities enhances user engagement and task effectiveness, 

providing richer and more inclusive environments [6] [9] [11]. Nonetheless, issues such as sensor 

accuracy, fatigue, and the transparent multimodal input synchronisation continue to be the overriding 

concerns [5][9][12]. Design hurdles concerning comfort as well as cognitive load related to concurrent 

inputs continue to be a hindrance towards adoption [4] [8] [16]. Future directions indicate advancements 

in AI-based adaptive interfaces that adapt dynamically to user activity and context, potentially 

transforming the user experience in extended reality systems [3] [6] [14] [23]. 

 

TABLE 1: CASE STUDIES WITH KEY OUTCOMES 

Case Study Name Technology Used Application Area Key Outcome Reference 

Sticky Pie Menu for 

AR/VR 

Gaze-Based 

Marking Menu 

AR/VR Interaction 

Design 

Improved user accuracy 

and menu selection time 
[2] 

Eye in Extended 

Reality 

Eye Tracking, Gaze 

Interaction 

Head-worn XR 

Systems 

Detailed survey of eye 

tracking applications in 

XR 

[3] 

Gaze-Adaptive 

Interfaces 

Eye Tracking, 

Adaptive UI 
Web Navigation 

Enhanced user 

satisfaction and reduced 

navigation time 

[4] 

AR System for 

Decision-Making 

Augmented 

Reality, Multi-

modal Perception 

Complex Decision 

Support 

Better visualization and 

faster decisions 
[7] 

Multimodal AR 

System 

Gaze, Gesture, 

Speech 

Flexible AR 

Interaction 

Intuitive and efficient 

control system 
[6] 

Eye Tracking for 

VR Museum 

Interaction 

Gaze-Based HCI Cultural Exhibits 
Hands-free interaction 

and visitor engagement 
[10] 

Eye-Gesture 

Integration in HMD 
Gaze Gestures 

HCI with Head-

Mounted Displays 

Improved interaction 

richness 
[12] 

Mid-Air Gestures 

with Eye Tracking 

Eye Tracking + 

Mid-air Gestures 

In-vehicle Media 

Player 

High gesture 

recognition accuracy 
[18] 

RealityTalk for 

Live AR 

Storytelling 

Speech-Driven AR 

Presentation 

Real-Time 

Communication 

Enhanced audience 

immersion 
[20] 

Eye Tracking for 

ALS Patients 

Eye Tracking + 

BCI 

Medical Assistive 

Tech 

Increased autonomy 

and environmental 

control 

[16] 

CBT via AI 

Robotics 
AI & Robotics 

Mental Health 

Therapy 

Effective CBT delivery 

with engagement 
[15] 
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Gaze Interaction in 

Collaborative AR 

AR Displays, 

Tracking Tools 

Remote 

Collaboration 

Seamless and secure 

team collaboration 
[8] 

Eye Gaze Devices 

in Rehab 
Eye Gaze Trackers 

Assistive 

Technologies 

Improved rehab 

outcomes for mobility-

challenged users 

[22] 

Gesture & Speech-

Based AR Interface 

AR + Gesture + 

Voice 

Rapid User 

Interaction 

Reduced cognitive load 

and learning curve 
[14] 

Smart AR for 

Museums 

Gaze-based 

Navigation 

Exhibitions & 

Education 

Increased interactivity 

and knowledge 

retention 

[10] 

 

The application of gaze-based interaction, augmented reality (AR), and multi-modal systems in human-

computer interaction (HCI). There are six fundamental elements in each case: technology applied, 

application area, most important features, user interaction mode, advantages, and reference number. 

These cases identify how gaze tracking, gesture, speech, and AR technologies are used across industries 

to promote interactivity and user experience. For instance, gaze in conjunction with gestures and speech 

in AR systems enables smooth, hands-free operation in automotive and flexible workspace settings 

[6][18]. Multi-modal AR systems augment decision-making through visual overlays and gaze commands 

[7], whereas gaze interaction in VR museums facilitates intuitive navigation and storytelling [10]. In the 

healthcare sector, integration of gaze and brain–computer interface (BCI) enables ALS patients with 

autonomous control of their environment [16]. Head-mounted eye trackers are equally used extensively 

in rehabilitation and diagnosis [22]. Reviews and surveys give deep insights into extended reality (XR) 

platform gaze-based interaction and its advantages to immersive experiences [3] [11]. Synchronized 

gaze and voice input real-time AR presentations have enhanced collaborative story-telling and 

educational uses [20] [24]. Technological reviews point toward the development of AR display systems, 

emphasizing accuracy and realism of real-world interaction [5][8].Together, these case studies 

demonstrate the revolutionary potential of multi-modal, gaze-augmented AR systems in various fields 

like healthcare, education, automotive, and exhibitions, with shared advantages being enhanced 

accessibility, natural interaction, and enhanced user 

engagement[3][5][6][7][8][10][11][16][18][20][22][24]. 

 

TABLE 2: REAL TIME EXAMPLES WITH BENEFITS 

Company 

Name 

Technology 

Used 

Application 

Area 

Interaction 

Mode 
Benefit 

Ref. 

No(s) 

Microsoft 

(HoloLens) 

Eye tracking + 

speech + gesture 

Industrial 

maintenance 

Gaze, 

Gesture, 

Voice 

Hands-free AR 

 instructions 

[6] [5] 

[11] 

Magic Leap 

Spatial 

computing + eye 

tracking 

Healthcare & 

training 

Gaze & 

gesture 

Immersive surgery 

 simulations 

[3] [5] 

[8] 

Meta (Oculus 

Quest) 

Eye tracking & 

hand tracking 

Social VR, 

gaming 

Gaze, 

Gesture 

Enhanced 

immersion and 

[3] [11] 

[20] 
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navigation 

Google (Google 

Glass) 

Eye tracking + 

voice control 

Logistics, 

healthcare 
Voice & gaze 

Real-time updates, 

hands-free data 

access 

[6][7] 

[22] 

Apple (Vision 

Pro) 

Gaze detection + 

gesture control 
Consumer AR 

Gaze & 

gesture 

Seamless interface 

 interaction 

[3] [5] 

[11] 

Boeing 

AR with gesture 

input for 

assembly 

Aerospace 

manufacturing 
Gesture 

Reduced error rate 

in complex wiring 

[7] [14] 

[5] 

BMW 
AR HUD with 

eye tracking 

Automotive 

HUD 
Eye tracking 

Driver-focused 

info 

 delivery 

[18] [5] 

[6] 

Unity 

Technologies 

AR/VR dev tools 

with eye/gesture 

APIs 

Game 

development 
Multimodal 

Developer-ready 

immersive 

features 

[2] [3] 

[8] 

Vuzix 

Eye tracking + 

voice in smart 

glasses 

Warehouse 

management 
Voice, gaze 

Improved order 

picking efficiency 

[22][6] 

[8] 

Varjo 

Bionic display + 

precise eye 

tracking 

Pilot training, 

simulation 
Gaze 

Hyper-realistic 

training systems 

[3] [5] 

[11] 

Snap Inc. 

(Spectacles) 

AR glasses with 

voice trigger 

Consumer social 

media 
Voice 

Fun, hands-free 

AR recording 

[7][5] 

[20] 

IKEA (via AR 

apps) 

AR + gesture-

based placement 
Interior design Gesture 

Visualizing 

furniture before 

buying 

[7][9] 

[10] 

Samsung 
Eye-tracking in 

VR headsets 
VR navigation Gaze 

Power-saving 

through foveated 

rendering 

[3][5][8] 

Lenovo 

(ThinkReality) 

AR with gesture 

& voice input 

Remote 

collaboration 

Gesture & 

 Voice 

Real-time support 

& 

collaboration 

[7] [8] 

[14] 

Siemens 

AR-assisted field 

service with 

speech 

Industrial repair 

& ops 
Speech 

Quick fault 

diagnostics 

[6] [7] 

[14] 

 

The table highlights live examples of how businesses from various sectors are using augmented reality 

(AR), eye-tracking, gesture recognition, and multimodal human-computer interaction technologies to 

improve user experience, enhance accessibility, and increase operational efficiency. For example, 

Microsoft has used HoloLens technology with gaze and gesture control to facilitate remote collaboration 

and industrial training, which is consistent with studies on multimodal AR systems for supporting 

complex decision-making tasks [7]. Also, Google has seen significant developments with Google Glass 

Enterprise Edition, incorporating head-mounted gaze-tracking to support logistics and hands-free 
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workspaces [22]. For the automotive industry, BMW employs mid-air gesture recognition and eye-

tracking interfaces for in-car media control, complementing evidence that such usage increases safety 

and comfort for users [18]. Meta (previously Facebook) has added to the research through Reality Labs, 

creating next-generation AR systems with eye-tracking for engaging user experience, in line with 

surveys on gaze interaction in extended reality [3].Samsung smart TVs incorporate gesture-based 

interfaces, showing how gaze and gesture technology enhances consumer electronics usability [6]. Sony, 

in turn, is researching gaze-based gaming experiences through VR headsets, drawing inspiration from 

principles derived from work aimed at enhancing eye-tracking interfaces for immersive environments 

[4]. Healthcare organizations such as Cleveland Clinic have integrated AR visualizations into surgical 

planning, exemplifying the role of AR in challenging medical decision-making [7]. Similarly, Philips 

Healthcare leverages eye-tracking within diagnostic imaging systems, representing a trend of increasing 

influence by multimodal interaction research on medical technology [9].Bosch applies AR-capable head-

mounted displays with speech and gaze interaction in production, similar to AR enabling faster user 

interaction in industrial environments [14]. Dassault Systems applies AR and eye-tracking for 

simultaneous engineering teamwork, increasing workflow productivity [10]. Siemens applies AR and AI 

together in factory simulation for optimal maintenance training, consistent with research on adaptive 

interfaces in XR environments [4].Airbus combines AR with gaze tracking to optimize aircraft assembly 

processes, underlining the function of eye-tracking in improving accuracy in high-risk settings [5]. 

Similarly, Lockheed Martin uses AR headsets with gesture and voice commands for the production of 

spacecraft, affirming the need for multimodal XR interactions [6]. Amazon uses AR and gaze 

technology in their warehouses to support workers with hands-free picking and packing, demonstrating 

real-world uses of gaze-based HCI in logistics [22]. Finally, Snap Inc., through its AR platform Lens 

Studio, investigates eye-tracking filters and real-time effects, demonstrating consumer-level 

implementations that align with recent research on gaze-based interface experiences in entertainment 

and social platforms [20].These examples taken in aggregate bolster the transformative nature of gaze, 

gesture, and speech technologies in extended reality systems across disciplines through the academic 

research findings in the cited studies [3][4][5][6][7][9][10][14][18][20][22]. 

 

 

https://www.ijlrp.com/


 

International Journal Research of Leading Publication (IJLRP) 

E-ISSN: 2582-8010   ●   Website: www.ijlrp.com   ●   Email: editor@ijlrp.com 

 

IJLRP24061532 Volume 5, Issue 6, June 2024 9 

 

Fig 1: Interactive experience methods of virtual reality (VR) [4] 

Fig 2:Gesture Voice Control [5] 

 

V.CONCLUSION 

The combination of multimodal interfaces gesture, voice, and eye-tracking within augmented reality 

(AR) systems, highlighting their revolutionary potential in offering more immersive, intuitive, and user-

friendly experiences. By aligning these modalities, AR can simulate natural human communication 

patterns, thus significantly improving interaction efficiency and user satisfaction. In applications such as 

gaming, medicine, and learning, multimodal AR systems provide real-time flexibility and more 

contextualized interaction, applicable both to professional contexts and general use. The study further 

identifies paramount challenges that include ensuring sensor precision, controlling latency, providing 

ergonomic comfort, and attaining seamless integration among input types. These challenges need to be 

addressed to be able to attain widespread use and scale. In addition, advances in machine learning and 

artificial intelligence will continue to improve input recognition and personalization, paving the way for 

adaptive AR systems that learn from user activity. As hardware advances, miniaturization and 

processing power will fuel more comfortable, portable solutions. The future of AR is in creating context-

aware environments that recognize multimodal cues in real time, giving users responsive, intelligent 

experiences. Ongoing interdisciplinary research and coordination between designers, developers, and 

cognitive scientists will be required to fulfill these aspirations. Ultimately, multimodal AR systems will 

redefine the ways in which we interface with the virtual world, narrowing the divide between humans 

and machines in deeply intuitive terms. 
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